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Abstract. A model has been developed to simulate the formation and evolution of secondary organic aerosol (SOA) and was tested against data produced in a Potential Aerosol Mass (PAM) flow reactor and a large environmental chamber. The model framework is based on the two-dimensional volatility basis set approach (2D-VBS), in which SOA oxidation products in the model are distributed on the 2-D space of effective saturation concentration ($C^*_i$) and oxygen-to-carbon ratio (O : C). The modeled organic aerosol mass concentrations ($C_{OA}$) and O : C agree with laboratory measurements within estimated uncertainties. However, while both measured and modeled O : C increase with increasing OH exposure as expected, the increase of modeled O : C is rapid at low OH exposure and then slows as OH exposure increases while the increase of measured O : C is initially slow and then accelerates as OH exposure increases. A global sensitivity analysis indicates that modeled $C_{OA}$ values are most sensitive to the assumed values for the number of $C^*_i$ bins, the heterogeneous OH reaction rate coefficient, and the yield of first-generation products. Modeled SOA O : C values are most sensitive to the assumed O : C of first-generation oxidation products, the number of $C^*_i$ bins, the heterogeneous OH reaction rate coefficient, and the number of O : C bins. All these sensitivities vary as a function of OH exposure. The sensitivity analysis indicates that the 2D-VBS model framework may require modifications to resolve discrepancies between modeled and measured O : C as a function of OH exposure.

1 Introduction

Organic aerosols (OA) play an important role in environmental processes through their impact on climate and human health (EPA, 2012). A significant fraction of the OA is the secondary organic aerosols (SOA) (Yu et al., 2007), which are produced by the gas-to-particle conversion of semivolatile oxidation products of volatile organic compounds (VOCs). However, the formation and continued oxidation of SOA involve a great number of complex physical and chemical processes, of which a quantitative and predictive understanding remains a major research challenge (Hallquist et al., 2009).

Great effort has been made to simulate the formation of SOA through different modeling approaches. Following the absorptive partitioning theory of Pankow (1994), a partitioning coefficient of a given species, $K_p$, was defined to describe the thermodynamic equilibrium of the species between gas-phase and condensed-phase. With detailed gas-phase reaction mechanisms, the formation of SOA can be modeled in an explicit way while the gas-to-particle transfer reactions are defined for all semivolatile reaction products. Unfortunately, a full explicit mechanism of SOA precursor oxidation is currently not practical since it would contain an unmanageable number of chemical reactions and intermediate species (Aumont et al., 2005). Odum et al. (1996) developed a two-product model, which is simply parameterized by laboratory derived stoichiometric yields and partitioning coefficients for two surrogate compounds and hence cannot represent the complexity of the SOA system (Hallquist et al., 2009).
Donahue et al. (2006) and Robinson et al. (2007) proposed the volatility basis set (VBS) model framework to model SOA with only a few model parameters by lumping the oxidation products according to their volatility. The VBS framework distributes all organic species into volatility bins with discrete values of effective saturation concentration \( C^*_i \) (in \( \mu g \ m^{-3} \)), separated by factors of 10. The stoichiometric yields for each bin (\( \alpha_i \)) can be parameterized by fitting the data from chamber experiments for a selection of \( C^*_i \) values (Stanier et al., 2008). In addition to volatility, other properties of organic material such as hygroscopicity, polarity, and carbon number evolve with photochemical processing. To characterize the atmospheric evolution of SOA, Jimenez et al. (2009) and Donahue et al. (2011) developed a 2D-VBS model framework by using oxygen-to-carbon atomic ratio (O : C) as the second dimension. Products of the oxidation of organic precursors are classified by both \( C^*_i \) and O : C and mapped onto the 2D-VBS space. Further chemical processing can then be viewed to proceed through two competing pathways: functionalization and fragmentation. Functionalization refers to a net addition of oxygen without change of carbon number by adding oxygenated functional groups to a reactant, moving the products to lower volatility and higher oxidation states; fragmentation refers to a net loss of carbon due to carbon–carbon bond cleavage (Kroll et al., 2011).

An advantage of the VBS model is its treatment of both gas-phase and particle-phase organic compounds into products that are grouped into bins with common chemical behavior. This model has been coupled with different chemistry models (Murphy et al., 2011, 2012b; Roldin et al., 2011) and was found to be a good approximation of ambient SOA formation and chemical aging processes. The 2D-VBS has been shown to provide at least a partial solution to representing the aging mechanism of \( \alpha \)-pinene SOA (Donahue et al., 2012a). Recently it was also used to model SOA mass yields from six linear oxygenated precursors (Chacon-Madrid et al., 2012) and showed reasonable agreement with smog-chamber measurements. However, many model processes are parameterized to describe the kinetic evolution of SOA, the probability of functionalization and fragmentation, the distribution of the oxidation products in the 2-D space, and the configuration of aging processes. These parameterizations may influence the model results (e.g., Lane et al., 2008; Murphy et al., 2011; and Cappa and Wilson, 2012) and can be examined by testing the 2D-VBS model against more laboratory measurements and by exploring the model uncertainty with a sensitivity study, especially for atmospherically relevant SOA aging.

In the atmosphere, a typical residence time for a particle is \( \sim 1 \) week (Wagstrom and Pandis, 2009). Conventional smog-chamber techniques cannot reproduce this equivalent level of atmospheric oxidation in the laboratory (e.g., Ng et al., 2010). However, recent measurements suggest that it is possible to simulate atmospheric SOA oxidation in a small, highly reactive, flow-through chamber, such as the Potential Aerosol Mass (PAM) chamber (Kang et al., 2007; Lambe et al., 2011, 2012; Bahreini et al., 2012). In the PAM chamber, SOA is formed and oxidized over integrated exposure times ranging from one day to more than a week of equivalent atmospheric oxidation. Thus the PAM chamber can produce atmospheric levels of oxidation that are not possible in conventional smog chambers. The PAM chamber therefore provides an opportunity to evaluate the 2D-VBS approach for the evolution of SOA over multiple generations of oxidation.

In this work, we focus on SOA produced from \( \alpha \)-pinene, which is the most highly emitted monoterpene (Guenther et al., 1995). As a result, laboratory \( \alpha \)-pinene SOA is commonly used as a surrogate for ambient biogenic SOA, which is thought to dominate the global SOA budget (Hallquist et al., 2009; Spracklen et al., 2011). The experimental measurements of \( \alpha \)-pinene SOA mass concentrations (\( C_{OA} \)) and O : C in the PAM chamber are used to evaluate simulations from a recently developed 2D-VBS model, which is described herein. The model and PAM measurements are also compared to results from the Caltech environmental chamber (Ng et al., 2007, 2010; Lambe et al., 2011). Model uncertainties are examined by changing model parameters and the sensitivity of the modeled \( C_{OA} \) and O : C to the model parameters are assessed with a global sensitivity analysis.

2 Model and measurements

2.1 PAM chamber conditions

A detailed description of the PAM chamber can be found in Lambe et al. (2011). Only a brief summary is presented here. The PAM chamber is a horizontal 13.1 L glass cylindrical chamber (46 cm length \( \times \) 22 cm diameter) with a surface-to-volume (\( SA/V \)) ratio of 0.14 cm\(^{-1}\). To minimize wall interactions in the PAM, flow is sub-sampled from the center of the reactor while the flow near the walls is pumped out through a bypass. Four mercury lamps (BHK Inc.) with peak emission intensity at \( \lambda = 254 \) nm are mounted inside the chamber. Ozone (\( O_3 \)) introduced in the PAM is photolyzed to produce excited oxygen (\( O(1D) \)), which then reacts with water vapor (relative humidity RH of 20−40%) to produce OH radicals at levels ranging from \( \sim 10^8 \) to \( \sim 10^{10} \) molec cm\(^{-3}\). The OH exposure was varied by changing the UV light intensity and typically measured at 2.0 \( \times \) \( 10^{10} \) to 2.2 \( \times \) \( 10^{12} \) molec cm\(^{-3}\) s, roughly corresponding to 0.2−17 days of atmospheric oxidation at an equivalent ambient OH concentration of 1.5 \( \times \) \( 10^6 \) molec cm\(^{-3}\) (Mao et al., 2009).

Thirteen different initial amounts of \( \alpha \)-pinene (\( \Delta VOC = 23−833 \) \( \mu g \) m\(^{-3}\)) were introduced in the PAM chamber at room temperature (20−25 °C). One set of measurements was conducted with \( O_3 \sim 8 \) ppmv and RH of 20−25 %. The other set of measurements was conducted with \( O_3 \sim 20 \) ppmv and RH of 30−40%. SOA was formed by the gas-phase oxidation.
of α-pinene followed by homogeneous nucleation and condensational growth. Seed particles were not used. Particle number concentrations were measured with a TSI Scanning Mobility Particle Sizer (SMPS) and Aerodyne compact and high-resolution time-of-flight aerosol mass spectrometers (AMS) (Drewnick et al., 2005; DeCarlo et al., 2006). The averages of SOA mass concentrations (C_{OA}) measured by the SMPS and AMS were used. The uncertainty in C_{OA} was estimated to be ± 25% (1σ confidence level), which combines the uncertainties in both SMPS and AMS measurements, the AMS ionization efficiency calibration, and calculated effective density. The aerosol O : C ratios were determined by elemental analysis (Aiken et al., 2008) with an uncertainty of ± 15% (1σ confidence level) (Massoli et al., 2010). The measured relationship between C_{OA} or O : C and OH exposure were then compared to those from model simulations for the 13 different initial α-pinene amounts.

2.2 SOA model based on 2D-VBS

The SOA model was developed based on the 2D-VBS model coupled with a series of reactions that take place in the PAM chamber. The base-case 2D-VBS scheme used in this work classified the organic products with C_{i} at 298 K of 10^{-5} to 10^{4} µg m^{-3}, separated by factors of 10 (i.e., 10 bins of volatility, n_{i} = 10). The O : C of the organic products ranges from 0.1 to 1.2 while linearly separated by 0.1 (i.e., 12 bins of oxygenation, n_{j} = 12), consistent with the previous studies (e.g., Murphy et al., 2011, 2012b). Therefore 120 grouped organic species were defined in the 2-D space.

The inorganic reactions associated with OH, O_{3}, water vapor, and the intermediates and their rate coefficients were adapted from Sander et al. (2011). The actinic flux at λ = 254 nm (Flux254) emitted by the PAM chamber lamps was assumed to be (2–5) x 10^{14} photons cm^{-2} s^{-1}. The exact modeled Flux254 is not important for this study because, while OH exposure depends on Flux254, C_{OA} and O : C depend almost exclusively on OH exposure, which is used as the independent variable in the following analyses. The photolysis frequencies of O_{3}, HO_{2}, and H_{2}O_{2} were approximated by the product of the actinic flux, quantum yields, and absorption cross sections based on Sander et al. (2011). The reaction rate coefficients of the oxidations of α-pinene by OH and O_{3} were adapted from Atkinson et al. (2006). A forward finite-difference approach (e.g., Dzepina et al., 2009) was used in the model to calculate the accumulated products. For instance, the concentration variation of α-pinene d[VOC] was approximated by

\[
\frac{d[VOC]}{dr} \approx \frac{\Delta[VOC]}{\Delta t} = \frac{[VOC]_{t+1} - [VOC]_{t}}{\Delta t} = -k_{VOC+OH}[VOC]_{t}[OH] - k_{VOC+O_{3}}[VOC]_{t}[O_{3}]_{t}
\]

with a sufficiently small time step \( \Delta t \).

To simulate the formation of products from the first-generation oxidation by O_{3}, the stoichiometric yields \( \alpha_{i} \) derived by Pathak et al. (2007) for low NOx with UV light and dry conditions (Table 1) were used for all experiments. The effect of experimental conditions (e.g., RH and UV intensity) on yields \( \alpha_{i} \) was not accounted due to limited available data. O : C and molecular weights of most of these initial products (Table 1) were taken from Chan et al. (2009) if available. Otherwise, the model used O : C of 0.45 (as reported in Lambe et al., 2011 for α-pinene SOA at low OH exposure in the PAM chamber) and molecular weight of 150 g mol^{-1} (as estimated in Pathak et al., 2007). For OH oxidation, the model assumes that the products are the same as those from O_{3} oxidation of α-pinene. The model also assumes instantaneous absorptive equilibrium with a gas-to-particle partitioning so that the mass fraction in the particle phase in each volatility bin (Donahue et al., 2006) can be defined by a partitioning coefficient \( \xi_{i} \) for species \( i \) with an effective saturation concentration \( C_{i}^{*} \):

\[
\xi_{i} = \left( 1 + \frac{C_{i}^{*}}{C_{OA}} \right)^{-1} ; C_{OA} = \sum_{i} C_{i}^{*} \xi_{i}
\]

where C_{OA} is the total mass concentration of organic aerosol. The temperature dependence of \( C_{i}^{*} \) is represented by the Clausius–Clapeyron equation (Donahue et al., 2006):

\[
C_{i}^{*}(T) = C_{i}^{*}(T_{ref}) \left( \frac{T_{ref}}{T} \right)^{\frac{\Delta H_{v}}{R}} \exp \left[ \frac{\Delta H_{v}}{R} \left( \frac{1}{T_{ref}} - \frac{1}{T} \right) \right],
\]

where \( T_{ref} \) is the reference temperature, \( \Delta H_{v} \) is the enthalpy of vaporization, and \( R \) is the universal gas constant. A constant effective \( \Delta H_{v} \) of 30 kJ mol^{-1} was used in Pathak et al. (2007) for the VBS parameterization of the SOA yields from α-pinene. However, Epstein et al. (2010) proposed a semiempirical correlation between \( \Delta H_{v} \) and \( C_{i}^{*} \). Since \( \Delta H_{v} \) is an uncertain parameter, a constant temperature of 298 K was used in the base-case model. Because UV lamps in the PAM chamber lead to temperature increases (measured temperature \( T_{obs} = 21–36 ^{\circ}C \) and hence less SOA formation, the modeled C_{OA} is hence compared with measurements corrected at −0.02 per degree K of temperature increase (Stanier et al., 2008) relative to 298 K. This correction typically varies the C_{OA} measurements by 10–15 %. Additional model simulations were performed at measured temperature \( T_{obs} \) with either \( \Delta H_{v} = 30 \text{kJ mol}^{-1} \) or the \( C_{i}^{*} \)-dependent \( \Delta H_{v} \) as in

### Table 1. The initial O:C and mass yields \( \alpha_{i} \) of VBS products from the oxidation of α-pinene.

<table>
<thead>
<tr>
<th>( C_{i}^{*} ) (µg m^{-3})</th>
<th>( \alpha_{i} )</th>
<th>O : C</th>
<th>Molecular Weight (g mol^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>10^0</td>
<td>0.024</td>
<td>0.4</td>
<td>200</td>
</tr>
<tr>
<td>10^1</td>
<td>0.078</td>
<td>0.3</td>
<td>184</td>
</tr>
<tr>
<td>10^2</td>
<td>0.060</td>
<td>0.45</td>
<td>150</td>
</tr>
<tr>
<td>10^3</td>
<td>0.222</td>
<td>0.2</td>
<td>168</td>
</tr>
<tr>
<td>10^4</td>
<td>0.770</td>
<td>0.45</td>
<td>150</td>
</tr>
</tbody>
</table>

Reference Pathak et al. (2007); Chan et al. (2009); Lambe et al. (2011); Pathak et al. (2007).
Table 2. The perturbation ranges and sampling probability distribution function (PDF) of model parameters of this SOA model.

<table>
<thead>
<tr>
<th>#</th>
<th>Parameter</th>
<th>Original value</th>
<th>Perturbation range</th>
<th>PDF</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Initial RH</td>
<td>20 % for lower RH cases; 30 % for higher RH cases</td>
<td>20–25 % for lower RH cases; 30–40 % for higher RH cases</td>
<td>uniform</td>
<td>This work</td>
</tr>
<tr>
<td>2</td>
<td>Number of $C^*_i$ bins $n_x$</td>
<td>10</td>
<td>8–12 (10$^{-5}$ to 10$^2$ or 10$^6$ µg m$^{-3}$)</td>
<td>uniform</td>
<td>This work</td>
</tr>
<tr>
<td>3</td>
<td>Number of O : C bins $n_y$</td>
<td>12</td>
<td>10–14 (0.1 to 1.0 or 1.4)</td>
<td>uniform</td>
<td>This work</td>
</tr>
<tr>
<td>4</td>
<td>Molecular weight of first-generation products</td>
<td>See Table 1</td>
<td>150–200 g mol$^{-1}$</td>
<td>uniform</td>
<td>Chan et al. (2009)</td>
</tr>
<tr>
<td>5</td>
<td>Homogeneous $k_{OH,homo}$</td>
<td>$1 \times 10^{-11}$ cm$^3$ s$^{-1}$</td>
<td>(0.2–5) $\times 10^{-11}$ cm$^3$ s$^{-1}$</td>
<td>uniform</td>
<td>This work</td>
</tr>
<tr>
<td>6</td>
<td>Homogeneous $k_{O_3}$</td>
<td>$1 \times 10^{-17}$ cm$^3$ s$^{-1}$</td>
<td>(0.2–5) $\times 10^{-17}$ cm$^3$ s$^{-1}$</td>
<td>uniform</td>
<td>This work</td>
</tr>
<tr>
<td>7</td>
<td>Heterogeneous $k_{OH,hetero}$</td>
<td>$1 \times 10^{-12}$ cm$^3$ s$^{-1}$</td>
<td>(0.2–5) $\times 10^{-12}$ cm$^3$ s$^{-1}$</td>
<td>uniform</td>
<td>This work</td>
</tr>
<tr>
<td>8</td>
<td>Initial O : C of first-generation products</td>
<td>See Table 1</td>
<td>0.2–0.5</td>
<td>uniform</td>
<td>Chan et al. (2009)</td>
</tr>
<tr>
<td>9</td>
<td>Product yields of first-generation products $\alpha_i$</td>
<td>See Table 1</td>
<td>±20 %</td>
<td>normal</td>
<td>This work</td>
</tr>
<tr>
<td>10</td>
<td>Carbon number of grouped products $n_C$</td>
<td>Calculated from Donahue et al. (2011)</td>
<td>±15 %</td>
<td>uniform</td>
<td>This work</td>
</tr>
<tr>
<td>11</td>
<td>$f_c$ of fragmentation coefficient $\beta = (O : C)^{1/6}$</td>
<td>$1/6$</td>
<td>0.1–0.5</td>
<td>uniform</td>
<td>This work</td>
</tr>
<tr>
<td>12</td>
<td>Adding 1O probability $P_{1O}$</td>
<td>29 %</td>
<td>0–0.5</td>
<td>uniform</td>
<td>This work</td>
</tr>
<tr>
<td>13</td>
<td>Adding 2Os probability $P_{2Os}$</td>
<td>49 %</td>
<td>0–0.5</td>
<td>uniform</td>
<td>This work</td>
</tr>
<tr>
<td>14</td>
<td>Adding 3Os probability $P_{3Os}$</td>
<td>22 %</td>
<td>$1 - P_{1O} - P_{2Os}$</td>
<td>–</td>
<td>This work</td>
</tr>
</tbody>
</table>

Epstein et al. (2010) to explore the temperature sensitivity of the model (see Sect. 3.3.1). The model starts with a very small but nonzero value of initial COA (0.1 ng m$^{-3}$ as suggested in Kroll et al., 2007) to partition the organic products for the very beginning of the modeling.

All gas-phase products were assumed to react with OH and O$_3$ at rate coefficients $k_{OH,homo}$ of $1 \times 10^{-11}$ cm$^3$ molec$^{-1}$ s$^{-1}$ and $k_{O_3}$ of $1 \times 10^{-17}$ cm$^3$ molec$^{-1}$ s$^{-1}$, which have been used in previous studies (e.g., Murphy et al., 2011; Roldin et al., 2011; and Jathar et al., 2012). For particle-phase OH reactions, the model uses an effective rate coefficient $k_{OH,hetero}$ of $1 \times 10^{-12}$ cm$^3$ molec$^{-1}$ s$^{-1}$, which is significantly slower than its gas-phase analogue (e.g., Jimenez et al., 2009; and Murphy et al., 2011). However, the model uses the same functionalization and fragmentation algorithm for products of heterogeneous reactions as it does for products of gas-phase reactions (e.g., Donahue et al., 2012a).

During the oxidation processes, both functionalization and fragmentation reactions affect the volatility and mass of SOA (Kroll et al., 2009; Chacon-Madrid and Donahue, 2011; Lambe et al., 2012). For the functionalization kernel, oxidation products were assumed to take-up 1, 2, or 3 oxygens (Table 2) and hence reduce their volatility by 1–7 decades with separate probabilities (Jimenez et al., 2009; Roldin et al., 2011). Depending on the carbon number $n_C$ of the parent product, which can be estimated by its O : C and $C^*_i$ (Donahue et al., 2011), the change in O : C during the functionalization processes can then be calculated.

For the fragmentation kernel, the fragmentation fraction of the products was assumed to depend on the O : C ratio as

$$\beta = (O : C)^{f_c}$$  \hspace{1cm} (4)
where \( f_c = 1/6 \) (Jimenez et al., 2009). The cleavage site was assumed to take place randomly at any of the carbon bonds with equal probability (e.g., Jimenez et al., 2009). The simplest way to model O : C of the fragments is to assign the same O : C ratio as the parent, such that the products increase in volatility only (Roldin et al., 2011). Their distribution can be estimated by interpolating the carbon number of the fragments between the two adjacent volatility bins with different carbon numbers. The products with volatilities greater than the highest \( C_{i,*}^p \) of the model setting were assumed to be completely volatile and their subsequent products were assumed to stay in the gas phase only.

An alternative method to modeling the fragmentation processes assumes that the fragments are more volatile than the reactant and some fragments have higher O : C than the reactants (e.g., Murphy et al., 2012b; and Donahue et al., 2012a). The midpoint of the \( C_{i,*}^p \) (from the reactant \( C_{i,*}^p \) to the largest \( C_{i,*}^p \) defined in the model, \( C_{i,*}^{p\text{,max}} \), \( C_{i,*}^{p\text{,midpoint}} \), is used to distinguish heavy fragments (with volatilities lower than \( C_{i,*}^{p\text{,midpoint}} \)) and light fragments (with volatilities higher than \( C_{i,*}^{p\text{,midpoint}} \)). The O : C of the heavy fragments is unchanged while those of the light fragments move diagonally towards \( C_{i,*}^{p\text{,midpoint}} \) (Fig. S1). Then the radical portion of the fragments is functionalized in the same way as the reactant. For example, with a radical fraction \( f_{\text{radical}} \) of 60 \%, only 60 \% of the fragments are radicals that are functionalized after the fragmentation. In this work, the first method was used in the base-case original model (OM) while the second one was also tested and compared as the modified model (MM) (see Sect. 3.3.1).

### 2.3 Global sensitivity analysis

The sensitivity of the base-case original 2D-VBS SOA model to 13 parameters (Table 2) was explored for one select case with an initial gas-phase \( \alpha \)-pinene concentration of 281 \( \mu \)g m\(^{-3} \). Compared to the parameters listed in Table 2, other parameters associated with initial conditions (i.e., temperature, pressure, concentrations of O\( \text{3} \) and \( \alpha \)-pinene) and rate coefficients of reactions of \( \alpha \)-pinene with OH and O\( \text{3} \) were not included because their uncertainties are generally small (up to \( \pm 20 \% \), 1\( \sigma \) confidence level). Additional simulations confirm that varying these parameters within their uncertainties only changes modeled \( CO_A \) and O : C by up to 4.7 \% and 0.4 \%, respectively.

The ranges over which these parameters were varied are summarized in Table 2 and explained briefly below. All uncertainties in this paper are reported at 1\( \sigma \) confidence limits. The relative error of \( \alpha_i \) was reported to be 9 \% (Pathak et al., 2007), leading to an estimated uncertainty of \( \pm 20 \% \). The uncertainty of \( n_c \) was estimated to be \( \pm 15 \% \) (i.e., greater than \( \pm 1 \) carbon number for \( n_c \geq 7 \)). The numbers of \( C_{i,*}^p \) bins are varied from 8 to 12, and the number of O : C bins are varied from 10 to 14 bins so that the highest \( C_{i,*}^p \) and O : C of the 2-D space are varied accordingly. Since there is generally no uncertainty assessment available for most of these parameters, perturbation ranges were assigned based on different values from previous studies or simply with broad ranges of possible values. Initial O : C (O : C\(_j\)) and molecular weights of first-generation oxidized products were varied within ranges of 0.2–0.5 and 150–200 g mol\(^{-1}\), respectively, covering the reported values in Chan et al. (2009). The rate coefficients of homogeneous oxidation by OH and O\( \text{3} \) and heterogeneous uptake by OH were perturbed within broad ranges of \( (0.2–5) \times 10^{-11} \), \( (0.2–5) \times 10^{-17} \), and \( (0.2–5) \times 10^{-12} \) cm\(^3\) molec\(^{-1}\) s\(^{-1}\), respectively. The fragmentation coefficient \( \beta = (O : C)/C \) was varied using a range of \( f_c \) from 0.1 to 0.5. For the probability of oxygen addition during the functionalization process, a broad range of 0–0.5 was assumed for both adding one (\( P_{1O} \)) and two atoms (\( P_{2O} \)) while the probability of adding three atoms (\( P_{3O} \)) was simply calculated by \( 1 - P_{1O} - P_{2O} \). Therefore only the independent \( P_{1O} \) and \( P_{2O} \) were included in the sensitivity analysis.

The sensitivity of this SOA model was evaluated using a global sensitivity analysis (GSA) method by varying the values of model parameters simultaneously and quantifying their relative contribution to the modeled \( CO_A \) and O : C. The GSA method used here is called random sampling-high dimensional model representation (RS-HDMR) (Li et al., 2010 and reference therein). For a model with \( n \) parameters, the sensitivity results are expressed by first-order, second-order, and higher-order sensitivity indices \( (S_1, S_{ij}, ..., S_{12...n}) \) to represent the relative contribution from individual parameter \( x_i \), parameter pair \( x_i \) and \( x_j \), and so forth, respectively:

\[
\sum_{i=1}^{n} S_i + \sum_{1\leq i<j\leq n} S_{ij} + ... + S_{12...n} = 1.
\]

The importance of \( x_i \) can hence be ranked by the total sensitivity \( S_{T_i} \), which is defined to be the sum of all sensitivities (first-order and higher-order) involving \( x_i \) (Saltelli et al., 2008). This method has been applied in different model systems (e.g., Chen and Brune, 2012) with up to hundreds of parameters and was able to efficiently apportion the sources of model uncertainty. For this SOA model, the Monte Carlo simulations were run 1000 times with the 13 model parameters varied randomly and independently over their uncertainty ranges and the corresponding input–output matrix was analyzed by ExploreHD (Aerodyne Inc.) to probe their impact on model results.

### 3 Results and discussion

#### 3.1 Model–measurement comparison

The modeled \( CO_A \) and O : C ratios are compared to measurements at the same levels of OH exposure (Fig. 1). In general, half of the measured and modeled \( CO_A \) values agree within \( \pm 28 \% \) and most of the data agree within \( \pm 49 \% \), with a correlation coefficient \( R \) of 0.79 (Fig. 1a). Larger
model–measurement discrepancy (modeled-to-observed ratio ranging from 0.6 to 2.6) was observed at different levels of OH exposure for three cases with ΔVOC of 227, 695 and 833 μg m⁻³. The model results of the ΔVOC = 281 μg m⁻³ case, which have representative behavior in C_{OA} and O : C prediction, are shown in Fig. 2. The model was able to reproduce the C_{OA} trend of a rapid increase at lower OH exposure followed by a slower decrease at higher OH exposure, with modeled-to-observed C_{OA} ratios of 1.0–1.3, although the model tends to overpredict the SOA concentration at high OH exposure by a factor of ~2. The model–measurement agreement is generally acceptable considering the uncertainties associated with both the experiments and modeling.

The trend in modeled O : C with respect to measured O : C is different (Fig. 1b). Modeled and measured O : C values are correlated (R = 0.68), but the trend between modeled versus measured O : C values is nonlinear. The model systematically overpredicts low O : C ratios (O : C ~ 0.4–0.6) by as much as 53 %, and underpredicts high O : C ratios (O : C ~ 1.0–1.3) by up to 36 %. As shown by the select case in Fig. 2b, the modeled and measured O : C values follow different trends as a function of OH exposure. The modeled O : C first increases rapidly and then more slowly, while the measured O : C increases slowly at first and then more rapidly. The possible causes of this effect will be discussed later in the paper (see Sect. 3.3).

To evaluate SOA formation at lower OH exposures than those used in the PAM chamber experiments, our base-case model was also applied to an α-pinene SOA experiment conducted in the Caltech environmental chamber (CIT) under low-NO vehement conditions (Ng et al., 2007, 2010; Lambe et al., 2011). In the CIT experiment, an initial α-pinene concentration of 47.5 ppbv was used, [OH] was about 3 × 10⁹ molec cm⁻³, RH equalled 6.2 %, O₃ was produced from the chamber walls at a rate of ~1 ppbv min⁻¹, and the chamber was seeded with ammonium sulfate particles. The measured and modeled C_{OA} and O : C results of CIT are compared with the select case of PAM in Fig. 2 since the ΔVOC amounts are comparable (~262 μg m⁻³ in CIT and 281 μg m⁻³ in PAM). The measured results with CIT and PAM conditions are broadly consistent as a function of OH exposure. Differences between other experimental conditions such as UV intensity and relative humidity (e.g., Presto et al., 2005; Pathak et al., 2007; and Henry and Donahue,
2011) may contribute to any inconsistencies between CIT and PAM chamber results.

The model–measurement agreement of \( C_{OA} \) in the CIT chamber can be further improved by adjusting some parameters in the model. For example, by increasing the assumed gas-phase \( \text{OH} \) oxidation rate coefficient from \( 1 \times 10^{-11} \) to \( 4 \times 10^{-11} \) molec \( \text{cm}^{-3} \) molec \( \text{s}^{-1} \), which was the highest \( \text{OH} \) homogeneous rate coefficient assumed in previous VBS modeling studies (e.g., Robinson et al., 2007; and Shrivastava et al., 2011), the model generally reproduces the \( C_{OA} \) in both CIT and PAM with average relative errors of 28 % and 39 %, respectively (Fig. 2a). However, with a more recent parameterization of first-generation product yields of \( \alpha \)-pinene oxidation (Henry et al., 2012), which are sensitive to the experimental conditions (e.g., Presto et al., 2005; Pathak et al., 2007; and Henry and Donahue, 2011), the model significantly overpredicts the \( C_{OA} \) in the CIT (e.g., \( C_{OA} \) peak modeled at 48 % higher than the measurement). It also should be noted that the \( C_{OA} \) measurements in the CIT were corrected for wall loss with first-order size-dependent coefficients (Ng et al., 2007). Therefore the uncertainty of this correction combined with measurement uncertainties in both the CIT and PAM might partially explain the discrepancy of the \( C_{OA} \) peaks.

Figure 2b shows that the modeled \( \text{O} : \text{C} \) is overpredicted at low \( \text{OH} \) exposure in the CIT chamber as well as in the PAM chamber despite the adjustments of \( \text{OH} \) homogeneous oxidation rate coefficient and first-generation products yields. This model–measurement discrepancy of \( \text{O} : \text{C} \) is consistent with previous model results from another environmental chamber (Donahue et al., 2012a). These model adjustments also confirm that the modeled \( C_{OA} \) and \( \text{O} : \text{C} \) are highly sensitive to the model input parameters (Fig. 2). In Sect. 3.3, we perform a detailed sensitivity analysis of the model parameters listed in Table 2 to provide insight into application of the 2D-VBS model to laboratory SOA measurements.

### 3.2 The growth and evolution of SOA

One of the advantages of the 2D-VBS is the ability to explicitly model the volatility and oxidation level (\( \text{O} : \text{C} \)) of \( \alpha \)-pinene oxidation products as a function of \( \text{OH} \) exposure. We start by examining trends in SOA volatility distributions as a function of \( \text{OH} \) exposure in 1D-VBS space (Fig. 3), with \( \Delta \text{VOC} = 443 \mu g m^{-3} \). At a low \( \text{OH} \) exposure of \( 4 \times 10^{10} \) molec \( \text{cm}^{-3} \) \( \text{s} \), the composition of the total products \( C_{total} \) is primarily determined by the stoichiometric yields of first-generation products, which are mainly gas-phase intermediate volatility organic compounds (IVOCs) (Fig. 3a). The less volatile products condense into the particle phase to form SOA products, which are mostly semivolatile organic compounds (SVOCs). As the \( \text{OH} \) exposure increases to \( 2.8 \times 10^{11} \) molec \( \text{cm}^{-3} \) \( \text{s} \) (Fig. 3b), the \( \alpha \)-pinene oxidation products undergo functionalization, which reduces their volatility and increases the yield of low volatility organic compounds (LVOCs) and SVOCs (Fig. 3b) so that SOA mass reaches its peak. As the \( \text{OH} \) exposure continues to increase, the SOA mass decreases slightly at \( 5.2 \times 10^{11} \) \( \text{OH} \) cm\(^{-3}\) \( \text{s} \) (Fig. 3c) and decreases further at an \( \text{OH} \) exposure of \( 1.3 \times 10^{12} \) \( \text{OH} \) cm\(^{-3}\) \( \text{s} \).
As in increasing OH exposure from the bottom right-hand corner to the top left-hand corner of the 2D-VBS phase space. As indicated by the carbon number and oxygen number isopleths, the average carbon number drops gradually from 10 to ~6, while the average oxygen number increases from around 3.5 to 4.5. We note that PAM-generated SOA follows a similar 2D-VBS trajectory as ambient SOA (Jimenez et al., 2009; Donahue et al., 2012b). Thus the volatility and oxidation states of modeled and measured SOA in the PAM chamber are generally consistent with the measured markers of α-pinene SOA volatility and oxidation states in the atmosphere (Fig. 4).

### 3.3 Sensitivity study

As discussed in Sect. 2.2, several assumptions and simplifications have been used in this 2D-VBS model that could be responsible for the differences in the behavior of measured and modeled O : C as a function of OH exposure. To investigate the influence of model configuration and model input parameters on modeled \( C_{0A} \) and O : C values, we performed additional simulations (1) under measured temperature \( T_{\text{obs}} \), or (2) using different 2D-VBS model configurations, and (3) conducted a global sensitivity analysis to determine model uncertainty and the model parameters to which the modeled \( C_{0A} \) and O : C are most sensitive. These tests...
provide guidance for future model development and laboratory research.

3.3.1 Temperature sensitivity

To probe the impact of temperature and $\Delta H_v$ variations on the model–measurement agreement, 12 additional simulations were run for the select case ($\Delta$VOC = 281 $\mu$g m$^{-3}$) at six measured temperatures $T_{\text{obs}}$ (295–307 K) with either a constant effective $\Delta H_v$ (30 kJ mol$^{-1}$) or $C_i^*$-dependent $\Delta H_v$ (Epstein et al., 2010). The model results show that the model with the constant $\Delta H_v$ does not produce a significant variation in modeled $C_{\text{OA}}$ (within 6%) and O:C (within 1%) for the range of $T_{\text{obs}}$. For the model with $C_i^*$-dependent $\Delta H_v$, the modeled $C_{\text{OA}}$ decreases by up to 35% at higher temperatures (303–307 K) and higher OH exposures, as a result of the shift of $C_i^*$. Meanwhile, the modeled O:C only varies within 3%, compared to the model results at 298 K. Therefore the model performance was compared by the model-to-observed ratios of $C_{\text{OA}}$ only, using the uncorrected measurements for the additional model results (Fig. S2). In general, relatively consistent model-to-observed ratios (within 7%) were obtained while the model accounts for the temperature increasing up to 303 K. For the temperature at 307 K and a high OH exposure of $2.1 \times 10^{12}$ molec cm$^{-3}$ s, $C_{\text{OA}}$ predicted by the model with $C_i^*$-dependent $\Delta H_v$ is in better agreement with the measurement (model-to-observed ratio decreases from 3.0 to 2.3), although significant overprediction remains. Therefore the temperature correction used in this work gives results comparable to more detailed treatments of temperature for OH exposures up to $1.4 \times 10^{12}$ molec cm$^{-3}$ s. For higher temperature and OH exposure, the discrepancy caused by the constant temperature correction can partially explain the overprediction of $C_{\text{OA}}$.

3.3.2 Modified model configuration

An alternative model configuration (MM, see Sect. 2.2) was also tested for the select case, in which lighter products of fragmentation reactions were assumed to have higher O:C than the reactants (e.g., Murphy et al., 2012a; and Donahue et al., 2012a), compared to the assumption that all fragments have the same O:C as the reactants in the base-case original model (OM). Additionally, MM treats 60% of the fragments as organic radicals that are subsequently functionalized ($f_{\text{radical}} = 60\%$). Compared to OM results, MM increases both modeled $C_{\text{OA}}$ and O:C by 17% and 10%, respectively, which does not improve model–measurement agreement (Fig. 5). Several parameters of MM were hence varied to probe their impact on the SOA modeling results (see Fig. 5 for selected results).

Varying one or two of the model parameters generally increase or decrease both modeled $C_{\text{OA}}$ and O:C. For instance, we extended the number of volatility bins $n_x$ to 13 (i.e., largest $C_i^*$ of $10^5$ $\mu$g m$^{-3}$) or the number of O:C bins $n_y$ to 17 (i.e., largest O:C of 1.8). This change increases modeled $C_{\text{OA}}$ by up to a factor of 2.4 and increases modeled O:C by up to 34%. For the $C_i^*$ axis, the modeled oxidation of the products with high $C_i^*$ of $10^5$–$10^7$ $\mu$g m$^{-3}$ shifts the SOA mass in the direction of lower volatility and higher oxidation states through continuous functionalization processes. For the O:C axis, the higher O:C ratios up to 1.8 become assigned to light fragments and further functionalization can evolve the SOA to lower volatility and higher oxidation states. Another example is when $f_{\text{radical}}$ decreases from 60 to 30%, the modeled $C_{\text{OA}}$ and O:C are lowered on average by 53% and 27%, respectively. One of the parameters found to have different impacts on modeled $C_{\text{OA}}$ and O:C is the O:C of first-generation products. Adjusting this parameter to a lower specific value (e.g., 0.2) increases the modeled $C_{\text{OA}}$ by 43% and decreases the modeled O:C by 13% since more products are produced with lower O:C, which also decreases the fragmentation branch ratio.

Applying this alternative model configuration (MM) and adjusting these model parameters does not improve model–measurement agreement for $C_{\text{OA}}$ or O:C relative to the base-case model. In many cases, the agreement is worse (e.g., average relative error of MM is higher than OM by a factor of 1.6 and 3.3 for $C_{\text{OA}}$ and O:C, respectively). However, it is possible that some model parameters need to be varied together and/or more complex scenarios are required. For instance, similar to the fragmentation coefficient $\beta$, some parameters such as the probability of adding oxygen atoms and
Monte Carlo simulations were conducted in which the thirteen 2D-VBS model parameters (Table 2) were simultaneously perturbed to assess the range of possible modeled \( C_{\text{OA}} \) and \( \text{O:C} \) values. Figure 6 shows the results as a function of OH exposure following 1000 Monte Carlo simulations. As expected, the range of modeled \( C_{\text{OA}} \) and \( \text{O:C} \) values (gray region) covers a significantly wider phase space than single-parameter perturbations (Sect. 3.3.2). Since some parameters such as \( C_{\text{O}_{\text{max}}} \) and \( P_{2\text{OA}} \) were varied significantly from their base-case values (Table 2), the median and mean values from the Monte Carlo simulations deviate from the original model for both \( C_{\text{OA}} \) and \( \text{O:C} \). For instance, the average modeled value of \( C_{\text{OA}} \) is up to 50% lower than the base-case simulation of \( C_{\text{OA}} \) at high OH exposure. On the other hand, the average modeled \( \text{O:C} \) is \( \sim 18 \% \) higher. A conservative model uncertainty estimate at \( \sigma \) is 40–120 % for \( C_{\text{OA}} \), which inversely correlates with the SOA mass \( R = -0.89 \), and \( \sim 40 \% \) for \( \text{O:C} \). In general, modeled and measured \( C_{\text{OA}} \) and \( \text{O:C} \) agree well within their uncertainties.

However, there are differences. For \( C_{\text{OA}} \), the measured peak is at a slightly higher OH exposure than the modeled peak and at higher OH exposure, the measured \( C_{\text{OA}} \) is about half the modeled \( C_{\text{OA}} \) in the original model. For \( \text{O:C} \), the difference in the shapes of curves of modeled and measured \( \text{O:C} \) versus OH exposure is persistent and significant. A sensitivity study can provide guidance for the possible causes of these differences.

A global sensitivity analysis was performed at six OH exposures within the range of \( \sim (2−20) \times 10^{11} \text{ molec cm}^{-3} \text{ s} \); a summary of measurements and results from base-case modeling and Monte Carlo simulations is shown in Table 3. The RS-HDMR method was conducted to compute up to third-order sensitivity, i.e., \( S_{ij} \) and \( S_{ijk} \), which represent the relative contribution from individual parameters, parameter pairs, and parameter triplets, respectively. For all of the six cases, the sums of the sensitivities (\( \sum S_{i} + \sum S_{ij} + \sum S_{ijk} \)) are greater than 0.90 (Fig. 7), indicating that over 90% of model uncertainty can be attributed to the contribution from individual parameters and parameter pairs/triplets. The first-order sensitivity dominates with \( \sum S_{i} > 0.62 \) for \( C_{\text{OA}} \) and \( \sum S_{ij} > 0.90 \) for \( \text{O:C} \), highlighting the significant contribution of individual parameters to the model uncertainty. The sensitivities of the most important model parameters (with sensitivity greater than 0.05 for at least one case) are shown in Fig. 7.
Table 3. The variations of modeled SOA and OH exposure (OH\textsubscript{exp}) as a result of 1000 Monte Carlo simulations for the six cases with different OH exposure levels.

<table>
<thead>
<tr>
<th>#</th>
<th>Measurement</th>
<th>Model</th>
<th>Monte Carlo simulations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OH\textsubscript{exp} (molec cm\textsuperscript{-3} s)</td>
<td>O : C</td>
<td>C\textsubscript{OA} (µg m\textsuperscript{-3})</td>
</tr>
<tr>
<td>1</td>
<td>1.6 × 10\textsuperscript{11}</td>
<td>0.40</td>
<td>116</td>
</tr>
<tr>
<td>2</td>
<td>3.8 × 10\textsuperscript{11}</td>
<td>0.44</td>
<td>125</td>
</tr>
<tr>
<td>3</td>
<td>6.7 × 10\textsuperscript{11}</td>
<td>0.50</td>
<td>113</td>
</tr>
<tr>
<td>4</td>
<td>1.0 × 10\textsuperscript{12}</td>
<td>0.66</td>
<td>81</td>
</tr>
<tr>
<td>5</td>
<td>1.4 × 10\textsuperscript{12}</td>
<td>0.85</td>
<td>43</td>
</tr>
<tr>
<td>6</td>
<td>2.1 × 10\textsuperscript{12}</td>
<td>1.11</td>
<td>12</td>
</tr>
</tbody>
</table>

The modeled SOA mass concentration, C\textsubscript{OA}, is most sensitive to the choice of the number of C\textsubscript{i} bins, n\textsubscript{x}, especially for low OH exposure (S\textsubscript{i} up to 0.55). This sensitivity occurs because increasing the number of bins increases C\textsubscript{i,max}. When C\textsubscript{i,max} is less than 10\textsuperscript{4} µg m\textsuperscript{-3}, the initial products with volatility greater than C\textsubscript{i,max} are excluded, which reduces the magnitude of semivolatile organics that would contribute to C\textsubscript{OA}. The C\textsubscript{OA} sensitivity to the heterogeneous reaction rate coefficient, k\textsubscript{OH,het}, is negligible at low OH exposure (S\textsubscript{i} < 0.02), but grows to become the most important parameter at the highest OH exposure (S\textsubscript{i} up to 0.27). This change in k\textsubscript{OH,het} occurs because at low OH exposure, C\textsubscript{OA} is primarily influenced by the initial yields of first-generation oxidation products \alpha\textsubscript{i} (S\textsubscript{i} up to 0.11). As the particle is further oxidized and more mass of oxidation products condenses to the particle phase, C\textsubscript{OA} becomes more sensitive to the heterogeneous oxidation rate. Note also that C\textsubscript{OA} becomes sensitive to the coupling between the n\textsubscript{x} and k\textsubscript{OH,het}(S\textsubscript{j} up to 0.07) since n\textsubscript{x} is critical in determining the mass of oxidation products in particle phase, which react with OH at the effective rate constant of k\textsubscript{OH,het}. It is interesting that the gas-phase reaction rate coefficient k\textsubscript{OH,homo} has little impact on C\textsubscript{OA} (S\textsubscript{i} < 0.03), which implies that the gas-phase reaction rates are sufficiently fast that they do not limit the oxidation rate and thus the change in C\textsubscript{OA}. C\textsubscript{OA} is also sensitive to two other factors: the probability of functionalization with two oxygen atoms, P\textsubscript{2O}, (S\textsubscript{i} = 0.04–0.09) and the initial O : C of the first-generation products (O : C\textsubscript{i}) (S\textsubscript{i} = 0.02–0.05). The probability of adding more oxygen atoms is more influential (average S\textsubscript{i} of 0.07 and 0.02 for P\textsubscript{2O} and P\textsubscript{1O}, respectively) since adding more oxygen atoms leads to a greater shift of the products to lower volatilities, which also covers a larger range of the volatility reduction (e.g., 1–3 and 2–5 decades reduction in volatility by adding 1 or 2 oxygen atoms, respectively).

At low OH exposure, O : C is most sensitive to O : C\textsubscript{i} (S\textsubscript{i} up to 0.60) followed by choice of the number of C\textsubscript{i} bins n\textsubscript{x}(S\textsubscript{i} up to 0.20), and k\textsubscript{OH,homo}(S\textsubscript{i} up to 0.12). The sensitivity of O : C to O : C\textsubscript{i} at low OH exposure is large because O : C \approx O : C\textsubscript{i}. The sensitivity to n\textsubscript{x} comes from different partitioning of products with different O : C between the gas-phase and particle-phase. The gas-phase reaction rate k\textsubscript{OH,het} is influential by increasing O : C through the functionalization process. However, at high OH exposure, O : C becomes less sensitive to these three parameters with S\textsubscript{i} gradually decreasing to 0.15, 0.06, and 0 for O : C\textsubscript{i}, n\textsubscript{x}, and k\textsubscript{OH,homo}, respectively. Instead, O : C becomes most sensitive to k\textsubscript{OH,hetero}(S\textsubscript{i} up to 0.33), followed by n\textsubscript{x}(S\textsubscript{i} up to 0.30). The increased sensitivity to n\textsubscript{x} comes from that n\textsubscript{x} limits the highest O : C (ranging from 1.0 to 1.4) SOA could reach as the aging process evolves SOA to higher oxidation states. Additional sensitivity runs indicate that modeled O : C at high OH exposure (2 × 10\textsuperscript{12} molec cm\textsuperscript{-3} s) increases from 0.81 to 0.93 and 0.97 by varying the highest O : C from 1.0 to 1.4 and 2.0, respectively. Therefore the upper limit of O : C of at least 1.4 is needed to avoid artificially lowering the O : C prediction by the original base-case model.

Both C\textsubscript{OA} and O : C are more sensitive to k\textsubscript{OH,homo} at low OH exposure, and more sensitive to k\textsubscript{OH,het} at high OH exposure. This sensitivity shift suggests that heterogeneous reactions become more important as the SOA becomes more oxidized. SOA is initially oxidized primarily in the gas phase by OH reactions and creates semivolatile oxidation products that partition with the particle phase, increasing C\textsubscript{OA} and O : C. Further oxidation reduces the volatility of semivolatile oxidation products so that the gas-phase concentrations of the oxidation products decrease and therefore less homogeneous oxidation can occur. As a result, heterogeneous oxidation becomes more important relative to homogeneous oxidation. This result suggests that, in the atmosphere, the relative importance of heterogeneous OH reactions may increase with increasing exposure times and/or distance from sources.

4 Conclusions

Our implementation of the 2D-VBS model generally captures the observed behavior of \alpha-pinene SOA formation and evolution in a Potential Aerosol Mass chamber and the
Caltech smog chamber within the uncertainties of the model and the measurements. The modeled SOA mass concentration, $C_{OA}$, increases as functionalization reactions create more oxidized and less volatile VOC products and then decreases as fragmentation reactions create products that have higher volatility. In addition, the modeled SOA oxidation state, as indicated by $O:C$, increases in a way that is qualitatively consistent with the PAM chamber measurements. Furthermore, this modeled SOA aging is consistent with the SOA aging that is measured in the Caltech environmental chamber and in the atmosphere.

While the modeled and observed SOA $O:C$ increase with OH exposure, the magnitude and functional form of the increase differ significantly. This discrepancy is probably not specific to the highly oxidizing environment in the PAM chamber because the same general trends were also observed in two large environmental chambers (Ng et al., 2007; Donahue et al., 2012). Thus it is likely that this discrepancy emerges from the model framework. A global sensitivity analysis has the potential to indicate the cause. The most important parameters for modeled $C_{OA}$ and $O:C$ were found to be associated with the highest $C_j^*$ and $O:C$ values used to define the boundary of the 2D-VBS space, the initial mass yields and $O:C$ ratios of the products from the first-generation oxidation, particle-phase OH uptake rate, and the probability of adding oxygen atoms during the functionalization process.

However, none of the Monte Carlo simulations were able to reproduce the measured curvature of $O:C$, suggesting that either more parameters should be varied for the global sensitivity analysis or the model formulation should be changed. In addition to the 13 model parameters listed in Table 2, the model sensitivity to more parameters will be explored in future work, such as (1) alternative first-generation product yields representations (e.g., RH-dependent yields), (2) varied magnitudes of $C_j^*$ reduction following functionalization reactions, and (3) alternative representations of fragmentation coefficient (e.g., as in Cappa and Wilson, 2012).

For the model formulation, it is possible that some assumptions made for the current model are too simplified to represent the trajectory of SOA aging accurately. For instance, some of the model parameters such as the probability of adding oxygen or fragmentation could be a function of carbon number, molecular structure, volatility, and/or oxidation state of the organic products. In addition, the widely used assumption of instantaneous equilibrium partitioning may lead to overprediction of $C_{OA}$ (Shiraiwa and Seinfeld, 2012) if the SOA is characterized by a solid phase state (Virtanen et al., 2010; Perraud et al., 2012; Saukko et al., 2012). Other assumptions that deserve more scrutiny include OH and O$_3$ reactions causing the same products or using a gas-phase reaction rate coefficient to simulate heterogeneous chemistry instead of including microphysics and well as chemistry and using the same mechanisms for gas-phase and heterogeneous oxidation reactions. For example, the fragmentation branch-ratios in the heterogeneous reactions may be different from gas-phase reactions (Kroll et al., 2009). These assumptions will be tested in future work.

Supplementary material related to this article is available online at: http://www.atmos-chem-phys.net/13/5017/2013/acp-13-5017-2013-supplement.pdf.
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