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Non-Poissonian Earthquake Clustering and the Hidden Markov Model as Bases for Earthquake Forecasting in California

John E. Ebel,1 Daniel W. Chambers,2 Alan L. Kafka,1 and Jenny A. Baglivo2

INTRODUCTION

The quest to find successful methods to forecast earthquakes has proven to be very challenging. Useful earthquake forecasts require detailed specification of a number of variables, namely the epicenter, depth, time, and magnitude of the coming earthquake. While forecasting the times of strong aftershocks within the rupture zone of a strong earthquake has been developed with some success (e.g., Reasenberg and Jones 1989, 1994), forecasting the times of future strong earthquakes, even when their locations are known to occur within broad geographic areas, has not been very successful. The apparent success of the M8 algorithm in forecasting the 2003 M 6.7 San Simeon earthquake (Kellis-Borok et al. 2004) followed by the failure of this same algorithm after it mistakenly forecast a strong earthquake in southern California before September 2004, shows the promise and disappointment of the current state of earthquake forecasting.

This paper describes a set of long-term (five-year) forecasts of M ≥ 5.0 earthquakes and two different methods for short-term (one-day) forecasts of M ≥ 4.0 earthquakes for California and some adjacent areas. We are submitting this set of forecasts to the Regional Earthquake Likelihood Models (RELM) project of the Southern California Earthquake Center (SCEC) for testing against other proposed forecasting methods. Two forecast maps showing the expected rate of M ≥ 5.0 earthquakes in the study region during the next five years were submitted for RELM testing in December 2005. One map presents a forecast of M ≥ 5.0 mainshocks only, while the other map has a forecast of M ≥ 5.0 mainshocks and aftershocks. These long-term forecast maps are based on an extrapolation into the future of the average rates from 1932 to 2004 of M ≥ 5.0 mainshocks in the forecast area.

The basis underlying both of the short-term earthquake forecasting methods that are described in this paper is the observation that mainshocks in California and western Nevada of M ≥ 4.0 are more temporally clustered than expected from a memoryless, Poisson distribution of earthquakes with time. To illustrate this, we obtained the Advanced National Seismic System (ANSS) earthquake catalog of M ≥ 4.0 from 1932 to 2004 for the region of figure 1 and removed all foreshocks and aftershocks using the time-space windows of Gardner and Knopoff (1974). Triggered earthquakes, defined as any earthquake that took place within one day of an M ≥ 6 mainshock, were also removed. The declustered catalog of epicenters is shown in figure 1, and the distribution of interevent times for this declustered catalog is shown in figure 2. It is evident that even after declustering, there are more instances of two mainshocks taking place with short interevent times than expected for a Poisson distribution with the same mean earthquake rate. The discrepancy between the observations and the Poisson distribution is greatest for event pairs with interevent times of one day or less, and it decreases back to the Poisson distribution for interevent times of five days or more. Declustering an earthquake catalog is not straightforward; rather, it depends on the definition of aftershocks and foreshocks that is used. However, it is our experience that there is an excess of interevent times of five days or less relative to a Poisson distribution no matter what declustering algorithm is used. The two different computer codes for daily forecasts of the expected rates of M ≥ 4.0 earthquakes will be submitted by the end of December 2006 to the RELM testing center. One daily forecast method, described in the next section of this paper, is based on an extrapolation into the future of short-term non-Poissonian earthquake clustering that was observed in the earthquake catalog of California and Nevada from 1932 to 2004. The other daily forecast method, described in more detail later, uses a hidden Markov model (HMM) with parameters derived from past seismicity to make daily forecasts of M ≥ 4.0 earthquakes for the region of the RELM experiment. Both computer codes will forecast mainshocks as well as aftershocks. Because of its simplicity of implementation, we base all of our mainshock forecasts on an earthquake catalog that was declustered of foreshocks and aftershocks using the Gardner and Knopoff (1974) definition of aftershocks.

RELM EARTHQUAKE FORECASTS BASED ON SHORT-TERM NON-POISSONIAN EARTHQUAKE CLUSTERING IN CALIFORNIA

The philosophy behind the first method of earthquake forecasting is the assumption that the average statistical properties of the spatial and temporal occurrences of earthquakes with M ≥ 4.0 during the future forecast period are the same as the average properties of those variables over the past 70 or so years. This
assumption means that the short-term $M \geq 4.0$ spatial forecasting generated for RELM with this method will look identical to maps of the past $M \geq 4.0$ seismicity. Kafka (2002) has shown that for many parts of the world, including California, most new earthquakes tend to occur near locations that have experienced past earthquakes. This is true for earthquake catalogs that contain foreshocks and aftershocks as well as for catalogs from which foreshocks and aftershocks have been removed. Thus, by following our philosophy we expect on average to have a high success rate with our spatial forecasts. As for the temporal part of our earthquake forecasts, the average occurrence rates of aftershocks in and around California appears well-described by a form of Omori’s law (Reasenberg and Jones 1989, 1994), and so that will form the basis of the temporal forecasting of earthquake activity near the epicenter of a larger earthquake in the time immediately following that event. For the short-term temporal forecasts of other mainshocks, the Poisson distribution of interevent times modified with an excess of earthquake pairs with short interevent times (i.e., figure 2) is the statistical distribution from which these forecasts will be made.

**Figure 1.** Map of the declustered earthquake catalog (foreshocks, aftershocks, and triggered events removed) of $M \geq 4.0$ events from 1932 to 2004.

**Figure 2.** Distribution of observed earthquake interevent times (diamonds) for the declustered earthquake catalog from 1932 to 2004 (figure 1) plotted along with the theoretical Poisson distribution for a catalog with the observed mean rate of earthquake occurrence.
We first describe here how aftershocks and foreshocks will be handled in this forecast method. Each time an earthquake of \( M \geq 4.0 \) takes place, a circle of radius \( R \) will be drawn around the epicenter. The radius \( R \) is based on the aftershock distance defined by Gardner and Knopoff (1974) and is a function of the mainshock magnitude. Since RELM requires forecasts of seismicity rates in 0.1° by 0.1° cells, all cells that touch or contain a part of the area within \( R \) will be considered a part of the aftershock region. The formulation of Omori’s law of Reasenberg and Jones (1989) with their generic California parameters will then be used to calculate the expected rate of earthquakes with any magnitude greater than 4.0. Obviously, for those magnitudes that are less than the mainshock magnitude, the forecast rate will be for aftershocks, while for those magnitudes that are greater than the magnitude of the first event, the forecast rate assumes that the first earthquake was a foreshock. That foreshocks and aftershocks can be described by the same version of Omori’s law has been argued by Felzer et al. (2004). Table 1 shows the aftershock radii \( R \) and the one-day \( M \geq 4.0 \) earthquake activity rates for earthquakes that are expected after the first day, fifth day, tenth day, and fiftieth day after mainshocks of different magnitudes. In our application of this approach for RELM, when the forecast aftershock/foreshock rate drops below the background mainshock rate for a cell, then the background mainshock rate will be used.

For those locations that are outside all aftershock zones, a different method will be used to compute the expected daily rate of \( M \geq 4.0 \) earthquakes. For these areas we will use the average rate \( \lambda \) for the entire study area from the earthquake catalog from 1932 to 2004 after the catalog has been declustered of foreshocks, aftershocks, and one-day triggered events, as described above. We assume that this mean mainshock rate can be distributed throughout the study area proportional to the past local seismicity. To do this, we will divide the region into cells that are 0.3° by 0.3° on a side, and then for each cell \( i \) we will compute the total number of mainshocks \( n \) from the declustered catalog from 1932 to 2004. We then compute the expected mean rate \( \lambda_i \) of earthquakes in cell \( i \) using the formula

\[
\lambda_i = \frac{\lambda n_i}{N}
\]

where \( N \) is the total number of earthquakes in the declustered catalog; if a cell contains no earthquakes, a small, arbitrary rate (several orders of magnitude smaller than that for cells with at least 1 event) is assigned to that cell. The rates per cell can then be upsampled to the 0.1° by 0.1° cell size specified for the short-term RELM forecasts. We have chosen to carry out the above calculation on 0.3° by 0.3° cells rather than 0.1° by 0.1° cells directly to get a better estimate of the rates. Of course, the downside of this approach is that it smooths the spatial forecasts.

The mainshock seismicity rate \( \lambda \), for each cell that needs to be specified for the daily \( M \geq 4.0 \) RELM forecasts depends on the seismicity during the preceding few days before the forecast. There are several cases that must be considered. First, if there was no \( M \geq 4.0 \) mainshock anywhere within the entire forecast region during the preceding four days (96 hours) before the time of the forecast, then the mean daily rate \( \lambda \), designated \( \lambda^{(0)} \), is found from the mean daily \( M \geq 4.0 \) earthquake rate for the 1932–2004 declustered catalog. The spatial seismicity rate in each cell \( i \) is determined by counting the number of \( M \geq 4.0 \) earthquakes \( n^{(i)} \) in the 1932–2004 declustered catalog that were not preceded within four days by another \( M \geq 4.0 \) mainshock. A map of the spatial distribution of these seismicity rates, which we call Map0, is shown in figure 3, while table 2 lists the rate \( \lambda^{(0)} \).

In the second case, there was an \( M \geq 4.0 \) mainshock somewhere in the study region during the 24 hours before the forecast is made. In this case, the mean \( M \geq 4.0 \) mainshock rate \( \lambda^{(1)} \), is found as shown in figure 4, where the Poisson curve is moved upward until it intersects the data point for day one. The spatial seismicity rate in each cell \( i \) is determined by counting the number of \( M \geq 4.0 \) earthquakes \( n^{(i)} \) in the 1932–2004 declustered catalog that were preceded within one day by another \( M \geq 4.0 \) mainshock. The designation Map1 is given to the map of the spatial distribution of the seismicity parameters for this forecast case (figure 3).

A third case is one where there was an \( M \geq 4.0 \) mainshock 24–48 hours preceding the forecast period but there was no such event during the immediately preceding 24 hours. For this case, the mean \( M \geq 4.0 \) mainshock rate \( \lambda^{(2)} \), is found as shown in figure 4, where the Poisson curve is moved upward until it
intersects the data point for day two. The spatial seismicity rate in each cell $i$ is found by counting the number of $M \geq 4.0$ earthquakes $n_i^{(2)}$ in the 1932–2004 declustered catalog that were preceded within one day by another mainshock. The spatial distribution of these seismicity rates is called Map2. In a similar manner, the spatial seismicity rates for Map3 ($M \geq 4.0$ mainshock in the preceding 48–72 hours but no subsequent event) and for Map4 ($M \geq 4.0$ mainshock in the preceding 72–96 hours but no subsequent event) are created.

Table 2 lists the seismicity rates $\lambda^{(1)}$, $\lambda^{(2)}$, $\lambda^{(3)}$, and $\lambda^{(4)}$ for these forecast maps. In practice, because of the relatively small number of earthquakes per cell for finding $n_i^{(1)}$, $n_i^{(2)}$, $n_i^{(3)}$, and $n_i^{(4)}$ we have decided to improve the statistical sample by counting all earthquakes that were preceded any time within the previous five days by another mainshock and to use this number as $n_i$ for Map1, Map2, Map3 and Map4. Thus, for our forecasts with this method, Map1, Map2, Map3, and Map4 have identical spatial patterns and differ only in their absolute seismicity.
The RELM project calls for $M \geq 4.0$ earthquake forecasts to be issued daily at a predetermined time. For the method described in this section, the daily forecasts are in essence the issuance of one of the five maps described above, modified by aftershock forecasts at those locations where recent mainshocks have occurred. Which of the five maps gets issued depends on the $M \geq 4.0$ mainshock throughout the region during the previous few days. Table 3 lists the forecast maps that would be generated based on a hypothetical daily report of earthquake activity in the region during the previous 24 hours before each forecast is issued. As called for by RELM, the seismicity rates shown in Map0, Map1, Map2, Map3, and Map4 will not be altered in any way during the duration of the RELM daily earthquake forecast experiment.

The RELM project also calls for the issuance of maps showing the expected rate of $M \geq 5.0$ earthquakes in the study region during the next five years. One map forecasts only mainshocks, while another map forecasts all $M \geq 5.0$ events (foreshocks, mainshocks, and aftershocks). Once issued, these maps are unchanged during the course of the RELM forecast experiment. In this case, our mainshock forecast method proposed in this section consists simply of computing the average rate per five years of independent $M \geq 5.0$ mainshocks in each 0.1° by 0.1° cell in the study region after upsampling from 0.3° cells, as described above. A version of our mainshock forecast map, based on the average rate of $M \geq 5.0$ earthquakes from 1932 to 2004, is shown in figure 6. In some areas (such as around Long Valley in California), the expected number of $M \geq 5.0$ earthquakes in five years approaches or exceeds 1. Our $M \geq 5.0$ forecast map that includes both mainshocks and aftershocks modifies the mainshock forecast map by adding aftershock seismicity to each cell where the rate of aftershocks is computed using the generic California aftershock model of Reasenberg and Jones (1989). Foreshocks are not included in this forecast. In these and all our forecasts, we assume that the largest earthquake than can take place is $M = 8.0$, and the largest aftershock that can occur is $M = 7.0$.

Daily forecasts of $M \geq 4.0$ seismicity as well as the single forecast of $M \geq 5.0$ earthquakes issued for the RELM experiment are required to specify the rate of earthquake activity for each 0.1 magnitude unit starting at the lowest magnitude specified for that forecast. In the method we propose here, we will use a single $b$ value from a Gutenberg-Richter magnitude distribution (Gutenberg and Richter 1944) from our declustered catalog to calculate the expected number of earthquakes at each magnitude level. Thus, for each cell shown in Map0, Map1, Map2, Map3, and Map4, a Gutenberg-Richter (GR) distribution of the earthquake magnitudes will be assumed, with the value for $a$ determined from the seismicity observed in that cell from 1932 to 2004. For mainshocks, a $b$ value of 0.77 is used, while for aftershocks the $b$ value is 0.91 from the generic aftershock model of Reasenberg and Jones (1989).

**HIDDEN MARKOV MODEL EARTHQUAKE FORECASTS FOR CALIFORNIA**

The second method of earthquake forecasting uses the hidden Markov model (HMM) (see, for example, Baum and Petrie 1966). Hidden Markov models are a rich class of statistical models that have been applied in fields as diverse as speech recognition (Rabiner 1989), ion channel analysis (Fredkin and Rice 1992a, 1992b), bioinformatics (Durbin et al. 1998), and seismology (Granat and Donnellan 2002). HMMs were shown by Granat and Donnellan (2002) to fit earthquake data in southern California and were used to find classes of similar earthquakes. Here we use the HMM to forecast future earthquakes in a dynamic way, basing each forecast on the data available up to that point in time.

A hidden Markov model consists of a sequence of observations and a sequence of unknown (hidden) states. The distribution of a future observation depends on the state of the system at that time. The system moves from state to state according to a Markov chain. At any given time, the state is unknown, but the probability of being in each state can be computed given the previous observations. The concept of a state here is a statistical construct, not a physical one; however, it corresponds to the idea that physical conditions imply that the next earthquake has an increased probability of occurring in a particular

---

**TABLE 3**

<table>
<thead>
<tr>
<th>Day</th>
<th>Earthquake</th>
<th>Map Issued for Next Day</th>
</tr>
</thead>
<tbody>
<tr>
<td>Day 1</td>
<td>None</td>
<td>Map0</td>
</tr>
<tr>
<td>Day 2</td>
<td>M4.2</td>
<td>Map1</td>
</tr>
<tr>
<td>Day 3</td>
<td>None</td>
<td>Map2</td>
</tr>
<tr>
<td>Day 4</td>
<td>None</td>
<td>Map3</td>
</tr>
<tr>
<td>Day 5</td>
<td>None</td>
<td>Map4</td>
</tr>
<tr>
<td>Day 6</td>
<td>None</td>
<td>Map0</td>
</tr>
<tr>
<td>Day 7</td>
<td>M5.3</td>
<td>Map1</td>
</tr>
<tr>
<td>Day 8</td>
<td>M4.2</td>
<td>Map1</td>
</tr>
<tr>
<td>Day 9</td>
<td>None</td>
<td>Map2</td>
</tr>
<tr>
<td>Day 10</td>
<td>None</td>
<td>Map3</td>
</tr>
<tr>
<td>Day 11</td>
<td>M4.6</td>
<td>Map1</td>
</tr>
</tbody>
</table>

Earthquake refers to a mainshock of $M \geq 4.0$ anywhere in the study area.
spatial quadrant and is more likely to occur either sooner (i.e., within the next few days) or later (i.e., a couple weeks hence). The role of the states is crucial in our forecasting method since (a) we can estimate the probability of a future state given current observations and (b) we know the distribution of future observations based on each state. By combining these, we forecast the probabilities of future observations based on current observations, which is the heart of forecasting. The presence of states in our hidden Markov model provides the bridge from the past seismicity to the projected future observations.

In our implementation, the observations associated with an earthquake are its interevent time (the number of days since the previous earthquake) and the spatial quadrant in which it occurs. Figure 7 shows the four spatial quadrants into which we have divided California and the location of the 1,202 M ≥ 4 earthquakes in California from 1932 to 2004 in the declustered catalog used to estimate the parameters of the model. The axes that define the four spatial quadrants were derived from a principal components analysis (Rao 1973) of the declustered catalog.

We used eight states in our model, corresponding to an expected shorter or longer interevent time and an increased likelihood of being in one of the four spatial quadrants. Given a particular state, we took the probability distribution of the interevent time to the next earthquake to be an exponential distribution with a mean assigned to that state and the probability

▲ Figure 5. Sample daily forecast maps of M ≥ 4 earthquake activity for the time period from 20–24 December 2003. On 20 December, an M 4.0 earthquake occurred in eastern California, followed by an M 6.5 earthquake near San Simeon, California, on 22 December. The red colors show the forecast rates for mainshocks, while the blue squares show the forecast rates for aftershocks.
1 January 2005–16 September 2005

**Figure 6.** Map of the expected number of $M \geq 5.0$ earthquakes in the study area during the next five-year period. The yellow dots show the locations of earthquakes of $M \geq 5.0$ from January to September 2005.

The distributions of interevent time and location for each state are represented in Table 4. For example, if the system is in State 1, the interevent time for the next earthquake has an exponential distribution with a mean of 4.5 days; the probabilities that the next $M \geq 4.0$ earthquake will occur in quadrants 1–4 are $(0.676, 0, 0.324, 0)$, respectively. By integrating the exponential density over one day, we find the probability of an earthquake within 24 hours anywhere in the RELM region to be 0.199.

Finally, we multiply this by the spatial quadrant distribution for this state to find the probability of an earthquake within 24 hours in each of the four quadrants. Similar results, as shown in Table 4, hold for the other states. These distribution parameters and all other parameters for the HMM were estimated using standard HMM techniques (see, for example, Rabiner 1989; Granat and Donnellan 2002).

Our forecasting procedure is quite simple. Each time a daily forecast is made, our code uses the observations of past seismicity available to it and computes the probability of being in each of the eight states at the time of the next earthquake. It then uses these eight probabilities in a weighted average of the probabilities in the last column of Table 4 to compute the probability of an earthquake of unspecified magnitude at or above $M \geq 4.0$ within 24 hours in each of the four spatial quadrants. It is important to note what changes and what stays the same in our HMM procedure. The state-specific distributions in Table 4 remain constant; what changes with each forecast is the probability of being in each of the states, conditional on the updated

**Table 4**

<table>
<thead>
<tr>
<th>State</th>
<th>Mean</th>
<th>1-day Probability</th>
<th>Quadrant Distribution</th>
<th>1-day Probability in Quadrant</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4.5</td>
<td>0.199</td>
<td>$(0.676, 0, 0.324, 0)$</td>
<td>$(0.135, 0, 0.065, 0)$</td>
</tr>
<tr>
<td>2</td>
<td>2.1</td>
<td>0.384</td>
<td>$(0.084, 0.916, 0, 0)$</td>
<td>$(0.032, 0.352, 0, 0)$</td>
</tr>
<tr>
<td>3</td>
<td>20.5</td>
<td>0.048</td>
<td>$(0, 0.564, 0.0436, 0)$</td>
<td>$(0, 0.027, 0.021, 0)$</td>
</tr>
<tr>
<td>4</td>
<td>9.1</td>
<td>0.104</td>
<td>$(0, 0.182, 0, 0.818)$</td>
<td>$(0, 0.019, 0, 0.085)$</td>
</tr>
<tr>
<td>5</td>
<td>24.4</td>
<td>0.042</td>
<td>$(0.828, 0.172, 0, 0)$</td>
<td>$(0.033, 0.007, 0, 0)$</td>
</tr>
<tr>
<td>6</td>
<td>29.9</td>
<td>0.033</td>
<td>$(0.001, 0.999, 0, 0)$</td>
<td>$(0, 0.033, 0, 0)$</td>
</tr>
<tr>
<td>7</td>
<td>29.7</td>
<td>0.033</td>
<td>$(0, 0, 1.0, 0)$</td>
<td>$(0, 0, 0.033, 0)$</td>
</tr>
<tr>
<td>8</td>
<td>24.8</td>
<td>0.040</td>
<td>$(0, 0.005, 0.068, 0.927)$</td>
<td>$(0, 0, 0.003, 0.037)$</td>
</tr>
</tbody>
</table>

For each state:

- Mean: mean of the exponential distribution
- 1 day probability: probability of an earthquake within next 24 hours
- Quadrant distribution: probability that the next earthquake occurs in each of the spatial quadrants
- 1 day probability in quadrant: probability of an earthquake within next 24 hours in each quadrant
seismicity information, and hence the forecast probability of an earthquake within a day in each of the four quadrants.

The rest of the code translates these four probabilities into rates for each of the RELM 0.1° by 0.1° and 0.1 magnitude unit interval cells by multiplying the probability for the quadrant in which the cell appears by a cell location factor and a cell magnitude factor, determined as follows.

For each of the 1,202 $M \geq 4$ earthquakes in the declustered 1932–2004 California catalog, we defined an uncorrelated bivariate Gaussian density with mean at the epicenter and with a common standard deviation of 0.1°. These were averaged to give a bivariate Gaussian mixture density $f(x, y)$ of the spatial probabilities of an earthquake at position $(x, y)$. (See figure 8 for a graph of $f$.) For each RELM 0.1° by 0.1° cell, the integral of $\phi$ over the cell is divided by the integral of $\phi$ over the quadrant. The result is used as the location factor for that cell, and it represents the probability that an earthquake occurs in that cell, conditional on its occurring in that spatial quadrant. The magnitude factor for each cell was derived from the GR line that was fit to the declustered 1932–2004 catalog. The $a$ value was found by normalizing this GR line to have unit area between $M = 4$ and $M = 8$. For each magnitude (specified to 0.1 magnitude units), the magnitude factor is simply the value of this normalized GR line at that magnitude. See figure 9 for a graph of the magnitude cell factor.

The coded application of the HMM procedure for the RELM earthquake forecasting experiment works as follows. Each time a forecast is to be issued, the updated ANSS catalog is used to forecast the probability of an earthquake of $M \geq 4$ within 24 hours in each of the four spatial quadrants. The code then takes each RELM bin consisting of a 0.1° by 0.1° location and a 0.1 unit magnitude range and multiplies the probability for that quadrant where the cell is located by the location factor and the magnitude factor for that bin. The result is the reported rate for that bin. Finally, using the same procedure described earlier in this paper for the first forecasting method, the forecast activity rates of cells within the aftershock zones of recent mainshocks are adjusted to the aftershock activity rate based on the time since the mainshock.

**DISCUSSION AND CONCLUSIONS**

The two short-term earthquake forecast models that are described in this paper are both extrapolations of past seismic activity into the future, but each does the extrapolation in a different way. The short-term non-Poissonian earthquake clustering model is effectively an empirical extrapolation of the average behavior of the past 72 years of earthquake activity into the future. It is very simple, as there is no underlying model other than the statistical properties of the past seismicity. Furthermore, it is nonadaptive in that once the forecast maps Map0, Map1, Map2, Map3, and Map4 have been defined, they will not change during the course of the RELM experiment. The HMM is also an extrapolation to the future of the average behavior of the past earthquake activity, but with the underlying idea that the seismicity at any given time can be in any one of several states, with the probability of each state being calculated as part of the model. In our HMM formulation, the state parameters are determined from the past 72 years of earthquake activity and remain unchanged throughout the course.
of the RELM experiment. However, the model is adaptive in that the forecast probabilities and therefore forecast earthquake rates change each day based on the seismic activity up to that time. Therefore, the HMM allows for the creation of a very wide range of forecast maps compared to the non-Poissonian earthquake clustering model described above.

The handling of aftershocks for both methods proposed here is rather simple, and this is by design because it is the forecasting of mainshocks that is our primary interest. We do not plan to make our aftershock forecasts adaptive (i.e., updating the Omori-law parameters each day as an aftershock sequence plays itself out). Since there are many quantitative models to describe the temporal evolution of an aftershock sequence, a concerted effort is needed just to determine the best model to apply. It was our decision to take a simple, widely used aftershock model and to use it with average aftershock parameters that have been found previously for the forecast region.

The major focus of this study is to see if times of increased probabilities of earthquake mainshocks in California can be identified based on extrapolations from the past seismicity history. If such times can indeed be identified, even if the earthquake probability is only somewhat enhanced over the background Poisson probability, there will certainly be public interest in this capability. There would also be scientific interest in this capability, since it would then be possible to look for other geological and geophysical indicators that correlate with the times of enhanced earthquake probability.
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