Abstract. Conditional quantile estimation is an essential ingredient in modern risk management. Although GARCH processes have proven highly successful in modeling financial data it is generally recognized that it would be useful to consider a broader class of processes capable of representing more flexibly both asymmetry and tail behavior of conditional returns distributions. In this paper, we study estimation of conditional quantiles for GARCH models using quantile regression. Quantile regression estimation of GARCH models is highly nonlinear; we propose a simple and effective two-step approach of quantile regression estimation for linear GARCH time series. In the first step, we employ a quantile autoregression sieve approximation for the GARCH model by combining information over different quantiles; second stage estimation for the GARCH model is then carried out based on the first stage minimum distance estimation of the scale process of the time series. Asymptotic properties of the sieve approximation, the minimum distance estimators, and the final quantile regression estimators employing generated regressors are studied. These results are of independent interest and have applications in other quantile regression settings. Monte Carlo and empirical application results indicate that the proposed estimation methods outperform some existing conditional quantile estimation methods.

1. Introduction

Distributional information such as conditional quantiles and variances play an essential role in risk measurement. Evaluation of Value-at-Risk, as mandated in many current regulatory contexts, is explicitly a conditional quantile estimation problem. Closely related quantile-based concepts such as expected shortfall, conditional value at risk, and limited expected loss, are also intimately linked to quantile estimation, see, e.g., Artzner, Delbaen, Eber, and Heath (1999), Wang (2000), Wu and Xiao (2002), and Bassett, Koenker, and Kordas (2004).

The literature on estimating conditional quantiles is large. Many existing methods of quantile estimation in economics and finance are based on the assumption that financial returns have normal (or conditional normal) distributions. Under the assumption of a conditionally normal returns distribution, the estimation of conditional quantiles is equivalent to estimating conditional volatility of returns. The massive literature on volatility modeling offers a rich source of parametric methods of this type. However, there is accumulating evidence that financial time series, and returns distributions are not well approximated by Gaussian models. In particular, it is frequently found that market returns display negative
skewness and excess kurtosis. Extreme realizations of returns can adversely effect the performance of estimation and inference designed for Gaussian conditions; this is particularly true of ARCH and GARCH models whose estimation of variances are very sensitive to large innovations. For this reason, research attention has recently shifted toward the development of more robust estimators of conditional quantiles.

There is growing interest in non-parametric estimation of conditional quantiles; although local, nearest neighbor and kernel methods are somewhat limited in their ability to cope with more than one or two covariates. Other approaches to estimating VaR include the hybrid method of Boudoukh, Richardson, and Whitelaw (1998) and methods based on extreme value theory see, e.g. Boos (1984), McNeil (1998), and Neftci (2000).

Quantile regression as introduced by Koenker and Bassett (1978) is well suited to estimating conditional quantiles. Just as classical linear regression methods based on minimizing sums of squared residuals enable one to estimate models for conditional mean, quantile regression methods offer a mechanism for estimating models for the conditional quantiles. These methods exhibit robustness to extreme shocks, and facilitate distribution-free inference.

In recent years, quantile regression estimation for time-series models has gradually attracted more attention. Koenker and Zhao (1996) extended quantile regression to linear ARCH models where

\[ \sigma_t = \gamma_0 + \gamma_1 |u_{t-1}| + \cdots + \gamma_q |u_{t-q}|, \]

and estimate conditional quantiles of \( u_t \) by a linear quantile regression of \( u_t \) on \( (1, |u_{t-1}|, \cdots, |u_{t-q}|) \). However, evidence from financial applications indicates that, comparing to the GARCH models, ARCH type of models can not parsimoniously capture the persistent influence of long past shocks.

Engle and Manganelli (2004) suggest a nonlinear dynamic quantile model where conditional quantiles themselves follow an autoregression. In particular, they propose the following Conditional Autoregressive Value at Risk (CAViaR) specification for the \( \tau \)-th conditional quantile of \( y_t \):

\[
Q_{y_t}(\tau|\mathcal{F}_{t-1}) = \beta_0 + \sum_{i=1}^{p} \beta_i Q_{y_{t-i}}(\tau|\mathcal{F}_{t-i-1}) + \sum_{j=1}^{q} \alpha_j \ell(x_{t-j})
\]

where \( x_{t-j} \in \mathcal{F}_{t-j} \), \( \mathcal{F}_{t-j} \) is the information set at time \( t-j \), and \( Q_{y_t}(\tau|\mathcal{F}_{t-1}) \) is the conditional quantile of \( y_t \) given information set \( \mathcal{F}_{t-1} \). The CAViaR model has attracted a great deal of research attention in recent years. The focus of Engle and Manganelli (2004) is on introduction of the CAViaR model instead of how to estimate such models. In the CAViaR model, since the regressors \( Q_{y_{t-i}}(\tau|\mathcal{F}_{t-i-1}) \) are latent and are dependent on the unknown parameters, estimation of the CAViaR model is complicate and conventional nonlinear quantile regression techniques are not directly applicable. Engle and Manganelli (2004) use grid searching combined with recursive iteration of existing Matlab optimization algorithms to obtain an approximation for the conditional quantile. Rossi and Harvey (2009) recently proposed an iterative Kalman filter method to calculate dynamic conditional quantiles that can be applied to calculate the CAViaR model.

There are some recent studies on estimation and applications of estimating conditional quantiles. In particular, based on a relation between expectile and quantile, Taylor (2008a) and Kuan, Yeh, and Hsu (2009) estimate conditional quantiles using asymmetric least squares methods. Taylor (2008b) proposes the exponentially weighted quantile regression

In this paper, we study quantile regression estimation for a class of GARCH models. GARCH models have proven to be highly successful in modelling financial data, and is arguably the most widely used class of models in financial applications. However, quantile regression GARCH models are highly nonlinear and thus complicated to estimate. As will become apparent in our later discussion, the quantile estimation problem in GARCH models corresponds to a restricted nonlinear quantile regression and conventional nonlinear quantile regression techniques are not directly applicable, adding a new challenge to the already complicated estimation problem. To circumvent these difficulties, we propose a robust and easy-to-implement two-step approach for quantile regression on GARCH models. The proposed estimation procedure consists a global estimation in the first step to incorporate the global restriction on the conditional scale parameter, and a second step local estimation for the conditional quantiles. In particular, although different implementations are possible, we suggest that in the first step, a sieve quantile regression approximation is estimated for multiple quantiles, and combined via minimum distance methods to obtain preliminary estimators for the parameters of the global GARCH model. In the terminology of Aitchison and Brown (1957) this procedure can be viewed as an extension of their "method of quantiles." The second step then focuses on the local behavior at the specific quantile and estimates the conditional quantile based on the first stage results. The proposed method is relatively easy to implement compared to other nonlinear estimation techniques in quantile regression and has good sampling performance in our simulation experiments. The methods that we employ to study the asymptotic behavior of our two-stage procedure: combining information over quantiles via minimum distance estimation, and quantile regression with generated regressors are also of independent interest and applicable in other econometric and statistical applications.

As will be made explicit in section 2, the linear GARCH process has a CAViaR($p,q$) representation Instead of focusing on discussion of the model itself, we focus on estimation of this model. In this sense, the estimation procedure that we propose in the current paper provides a method of calculating a class of CAViaR models. Comparing to studies in the existing literature, instead of only looking at local properties at the specified quantile, the proposed procedure takes into account both global model coherence and optimal local approximation. Since the GARCH model has been proved to be highly successful in financial applications, estimates that are globally coherent with the GARCH feature seem appealing in financial applications. Third, the estimation procedure in our paper also provides a robust estimator for the conditional volatility. Such an estimator is not dependent on distributional assumptions, and thus robust to skewed and heavy-tailed innovations.

The remainder of the paper is organized as follows: We discuss the estimation of conditional quantiles in GARCH models and propose the two-stage estimation procedure in the next section; Section 3 studies the asymptotic behavior of the proposed estimators in each stage, including the sieve quantile estimation, the minimum distance estimation that
combines information over various quantiles, and the proposed two-step estimator. The results of a small Monte Carlo experiment are reported in Section 4.

2. Quantile Regression for Linear GARCH Models

Since Bollerslev (1986), a variety of GARCH models have been proposed by various researchers, including the EGARCH model of Nelson (1991) and the linear GARCH model of Taylor (1986). In the original quadratic form of the GARCH model we say that:

\[ u_t = \sigma_t \varepsilon_t, \quad \sigma_t^2 = \beta_0 + \beta_1 \sigma_{t-1}^2 + \cdots + \beta_p \sigma_{t-p}^2 + \gamma_1 u_{t-1}^2 + \cdots + \gamma_q u_{t-q}^2, \]

where \( \varepsilon_t \) is an iid sequence of mean zero Gaussian random variables. As noted by Pan and Duffie (1997), maximum likelihood estimation of this form of the GARCH model has the potential disadvantage that it is overly sensitivity to extreme returns. For example, if we consider a market crash, extreme daily absolute returns may be 10 to 20 times normal daily fluctuation, so the quadratic form of GARCH model yields a return effect which is 100 to 400 times the normal variance. This not only causes overshooting in volatility forecasting, but also carries this influence far into the future. As an alternative, Taylor (1986) suggested a modified GARCH model: we will say that \( u_t \) follows a linear GARCH\((p,q)\) process if

\[ u_t = \sigma_t \varepsilon_t, \quad \sigma_t = \beta_0 + \beta_1 \sigma_{t-1} + \cdots + \beta_p \sigma_{t-p} + \gamma_1 |u_{t-1}| + \cdots + \gamma_q |u_{t-q}|. \]

The quadratic GARCH model seems computationally more convenient than the linear GARCH model, but linear GARCH may be more appropriate in modelling financial returns. The linear GARCH structure is less sensitive to extreme returns, but it is more difficult to handle mathematically. However, the linear structure is well suited for quantile estimation.

We will consider quantile regression estimation for the linear GARCH model (1) and (2), where \( \beta_0 > 0, (\gamma_1, \cdots, \gamma_q)^\top \in \mathbb{R}_+^q \), and \( \varepsilon_t \) are independent and identically distributed with mean zero and unknown distribution function \( F_{\varepsilon}(\cdot) \). We will admit a general class of distributions for \( \varepsilon_t \), including the normal distribution and other commonly used distributions for financial applications with asymmetry and heavier tails. Our primary purpose is to estimate the \( \tau \)-th conditional quantile of \( u_t \), but we also provide robust estimators for the conditional volatility as well as the GARCH parameters.

2.1. Conditional Quantiles for the Linear GARCH Model. Let \( F_{t-1} \) represents information up to time \( t-1 \), the \( \tau \)-th conditional quantile of \( u_t \) is given by

\[ Q_{u_t}(\tau|F_{t-1}) = \theta(\tau)^\top z_t, \]

where

\[ z_t = (1, \sigma_{t-1}, \cdots, \sigma_{t-p}, |u_{t-1}|, \cdots, |u_{t-q}|)^\top, \quad \theta(\tau)^\top = (\beta_0, \beta_1, \cdots, \beta_p, \gamma_1, \cdots, \gamma_q)F^{-1}(\tau). \]
Notice that $\sigma_{t-j}^2 F^{-1}(\tau) = Q_{u_{t-j}}(\tau|\mathcal{F}_{t-j-1})$, the conditional quantile $Q_{u_t}(\tau|\mathcal{F}_{t-1})$ has the following CAViaR$(p,q)$ representation

$$Q_{u_t}(\tau|\mathcal{F}_{t-1}) = \beta_0^* + \sum_{i=1}^p \beta_i^* Q_{u_{t-i}}(\tau|\mathcal{F}_{t-i-1}) + \sum_{j=1}^q \gamma_j^* |u_{t-j}|$$

where

$$\beta_0^* = \beta_0(\tau) = \beta_0 F^{-1}(\tau), \beta_i^* = \beta_i, i = 1, \ldots, p \text{ and } \gamma_j^* = \gamma_j(\tau) = \gamma_j F^{-1}(\tau), j = 1, \ldots, q.$$**Remark.** More generally, we may consider a time series $y_t$ in a regression model, say,

$$y_t = \mu^\top X_t + u_t,$$

where the residuals $u_t$ follow a linear GARCH process as characterized by (1). Under weak regularity conditions, the $\tau$-th conditional quantile of $y_t$ in the model (4) is given by

$$Q_{y_t}(\tau|\mathcal{F}_{t-1}) = \mu^\top X_t + \theta(\tau)^\top z_t,$$

where $X_t = (1, x_{2,t}, \ldots, x_{k,t})^\top$. In the above problem, the key component is the estimation of conditional quantiles of the process $u_t$: $Q_{u_t}(\tau|\mathcal{F}_{t-1}) = \theta(\tau)^\top z_t$. For this reason, we focus our discussion on model (1) and (2).

2.2. Quantile Regression Estimation of GARCH Models. Quantile regression provides a convenient approach of estimating conditional quantiles. It has the important virtue of robustness to distributional assumptions and makes no prior presumption about the symmetry of the innovation process. Such properties are especially attractive for financial applications since often financial data like portfolio returns or log returns are heavy-tailed and asymmetrically distributed. We begin by considering estimating of the conditional quantiles of $u_t$ given by (1) employing quantile regression.

Since $z_t$ contains $\sigma_{t-k}$ ($k = 1, \ldots, q$) which in turn depend on unknown parameters $\theta = (\beta_0, \beta_1, \ldots, \beta_p, \gamma_1, \ldots, \gamma_q)$, we will write $z_t$ as $z_t(\theta)$ whenever it is necessary to emphasize the nonlinearity and its dependence on $\theta$. To estimate the conditional quantiles of the process $u_t$ we consider the following nonlinear quantile regression estimator solving:

$$\min_{\theta} \sum_{t} \rho_{\tau}(u_t - \theta^\top z_t(\theta)),$$

where $\rho_{\tau}(u) = u(\tau - I(u < 0))$. However, estimation of (5) for a fixed $\tau$ in isolation cannot yield a consistent estimate of $\theta$ since it ignores the global dependence of the $\sigma_{t-k}$’s on the entire function $\theta(\cdot)$. If the dependence structure of $u_t$ is characterized by (1) and (2), we can consider the following restricted quantile regression$^1$ instead of (5):

$$\left(\hat{\pi}, \hat{\theta}\right) = \left\{ \begin{array}{l}
\arg \min_{\pi, \theta} \sum_{i} \sum_{t} \rho_{\tau_i}(u_t - \pi_i^\top z_t(\theta)) \\
s.t. \ \pi_i = \theta(\tau_i) = \theta F^{-1}(\tau_i) \end{array} \right.$$
Estimation of this global restricted nonlinear quantile regression is complicated both computationally and theoretically. In this paper, we propose a simpler two-stage estimator that both incorporates the global restrictions and also focuses on the local approximation around the specified quantile. The proposed procedure is easily implemented, and asymptotic theory as well as Monte Carlo evidence indicates that the proposed estimator has good performance compared to conventionally used methods in estimating conditional quantiles based on parametric GARCH models.

2.3. A Two-Step Estimator for Conditional Quantiles. In this section, we describe our two-step estimator for conditional quantiles of the linear GARCH model. The proposed estimation consists the following two steps: (i) We consider a global estimation in the first step to incorporate the global dependence of the latent \( \sigma_{t-k} \)'s on \( \theta \). (ii) Then, using results from the first step, we focus on the specified quantile to find the best local estimate for the conditional quantile.

In general, different estimation methods may be used in the first step - see additional discussions on related issues in Section 3.4. We focus our discussion on the following quantile autoregression based approach primarily due to its simplicity and its effectiveness as a preliminary estimator.

We propose the following estimation procedure: In the first stage unrestricted estimates of several quantile autoregressions are combined via minimum distance methods to construct global estimates of the conditional scale parameters; in the second stage local estimates of the conditional quantiles are computed based on the local scale estimates.

Giving the GARCH model (1) and (2), let

\[
A(L) = 1 - \beta_1 L - \cdots - \beta_p L^p, \quad B(L) = \gamma_1 + \cdots + \gamma_q L^{q-1},
\]

under regularity assumptions presented in Section 3 ensuring the invertibility of \( A(L) \), we obtain an ARCH(\( \infty \)) representation for \( \sigma_t \):

\[
\sigma_t = a_0 + \sum_{j=1}^{\infty} a_j |u_{t-j}|,
\]

where the coefficients \( a_j \) satisfy summability conditions implied by the regularity conditions. For identification, we normalize \( a_0 = 1 \). Substituting the above ARCH(\( \infty \)) representation into (1) and (2), we have

\[
u_t = \left( a_0 + \sum_{j=1}^{\infty} a_j |u_{t-j}| \right) \varepsilon_t,
\]

and

\[
Q_{u_t}(\tau | \mathcal{F}_{t-1}) = a_0(\tau) + \sum_{j=1}^{\infty} \alpha_j(\tau) |u_{t-j}|,
\]

where \( \alpha_j(\tau) = a_j Q_{\xi_t}(\tau), \quad j = 0, 1, 2, \cdots \).

Under our regularity conditions the coefficients \( a_j \) decrease geometrically, so letting \( m = m(n) \) denote a truncation parameter we may consider the following truncated quantile
autoregression:

\[ Q_{u_t}(\tau | \mathcal{F}_{t-1}) \approx a_0(\tau) + a_1(\tau) |u_{t-1}| + \cdots + a_m(\tau) |u_{t-m}|. \]

See Koenker and Xiao (2006) for a discussion of this class of autoregressive models. By choosing \( m \) suitably small relative to the sample size \( n \), but large enough to avoid serious bias, we obtain a sieve approximation for the GARCH model.

One could estimate the conditional quantiles simply using a sieve approximation:

\[ \hat{Q}_{u_t}(\tau | \mathcal{F}_{t-1}) = \hat{a}_0(\tau) + \hat{a}_1(\tau) |u_{t-1}| + \cdots + \hat{a}_m(\tau) |u_{t-m}|, \]

where \( \hat{a}_j(\tau) \) are the quantile autoregression estimates. Under the assumptions of Section 3, we have

\[ \hat{Q}_{u_t}(\tau | \mathcal{F}_{t-1}) = Q_{u_t}(\tau | \mathcal{F}_{t-1}) + O_p(m/\sqrt{n}). \]

However, as shown in the Monte Carlo experiment, this simple sieve approximation provides a rather noisie estimator for the GARCH coefficients, but it serves as an adequate preliminary estimator.

Since our first step estimation focuses on the global model, it is desirable to use information over multiple quantiles jointly. In this paper, we combine information at different quantiles via minimum distance estimation.

Suppose that we estimate the \( m \)-th order quantile autoregression

\[ \tilde{\alpha}(\tau) = \arg \min_{\alpha} \sum_{t=m+1}^n \rho_{\tau} \left( u_t - \alpha_0 - \sum_{j=1}^m \alpha_j |u_{t-j}| \right) \]

at quantiles \((\tau_1, \ldots, \tau_K)\), and obtain estimates

\[ \tilde{\alpha}(\tau_k), k = 1, \ldots, K. \]

Let \( \tilde{a}_0 = 1 \) in accordance with the identification assumption. Denote

\[ \mathbf{a} = [a_1, \ldots, a_m, q_1, \ldots, q_K]^\top, \quad \tilde{\pi} = [\tilde{\alpha}(\tau_1)^\top, \ldots, \tilde{\alpha}(\tau_K)^\top]^\top, \]

where \( q_k = Q_{\varepsilon_t}(\tau_k) \), and

\[ \phi(\mathbf{a}) = g \otimes \alpha = [q_1, a_1 q_1, \ldots, a_m q_1, \ldots, q_K, a_1 q_K, \ldots, a_m q_K]^\top, \]

where \( g = [q_1, \ldots, q_K]^\top \) and \( \alpha = [1, a_1, a_2, \ldots, a_m]^\top \), we consider the following estimator for the vector \( \mathbf{a} \) that combines information over the \( K \) quantile estimates based on the restrictions \( \alpha_j(\tau) = a_j Q_{\varepsilon_t}(\tau) \):

\[ \tilde{\mathbf{a}} = \arg \min_{\mathbf{a}} (\tilde{\pi} - \phi(\mathbf{a}))^\top A_{\mathbf{a}} (\tilde{\pi} - \phi(\mathbf{a})), \]

where \( A_{\mathbf{a}} \) is a \((K(m+1)) \times (K(m+1))\) positive definite matrix. To summarize: We propose the following two-step estimator for the conditional quantiles of \( u_t \):
Step 1: Estimate the following $m$-th order quantile autoregression (8) at quantiles $(\tau_1, \ldots, \tau_K)$, and obtain $\tilde{\alpha}(\tau_k)$, $k = 1, \ldots, K$. By setting $\tilde{a}_0 = 1$ and solving the minimum distance estimation problem (9), we obtain an estimator for $(a_0, \ldots, a_m)$, denoting it as $(\tilde{a}_0, \ldots, \tilde{a}_m)$. Thus $\sigma_t$ can be estimated by

$$\tilde{\sigma}_t = \tilde{a}_0 + \sum_{j=1}^m \tilde{a}_j |u_{t-j}|.$$ 

Step 2: Quantile regression of $u_t$ on $\tilde{z}_t = (1, \tilde{\sigma}_{t-1}, \ldots, \tilde{\sigma}_{t-p}, |u_{t-1}|, \ldots, |u_{t-q}|)^\top$ by

$$\min_{\theta} \sum_t \rho_\tau(u_t - \theta^\top \tilde{z}_t),$$

the two-step estimator of $\theta(\tau)^\top = (\beta_0(\tau), \beta_1(\tau), \ldots, \beta_p(\tau), \gamma_1(\tau), \ldots, \gamma_q(\tau))$ is then given by solution of (10), $\hat{\theta}(\tau)$, and the $\tau$-th conditional quantile of $u_t$ can be estimated by

$$\hat{Q}_{u_t}(\tau|F_{t-1}) = \hat{\theta}(\tau)^\top \tilde{z}_t.$$ 

Iteration can be applied to the above procedure for further improvement.

In the next section, we develop the asymptotic theory of the related estimators.

3. Asymptotic Properties of The Proposed Estimator

This section investigates the asymptotic behavior of the proposed estimators, including the sieve quantile autoregression, the minimum distance estimation and the second stage estimation with generated regressors.

3.1. A Quantile Autoregression Sieve Approximation. In this subsection, we study a quantile autoregression approximation for our underlying linear GARCH model. The nature of the sieve approximation used in the first stage of the procedure plays a crucial role in the proposed estimator. There is an extensive literature on the asymptotic behavior of regression estimators with increasing parametric dimensions. Huber (1973) first considered M-estimation of linear regression with continuously differentiable $\rho$ (objective) function, and showed that asymptotic normality can be preserved if $m^3/n \to 0$ as $n \to \infty$. Several subsequent researchers successfully improved on Huber's results, including Portnoy (1985), Mammen (1989), Welsh (1989), and Bai and Wu (1994). Welsh (1989) and He and Shao (2000) studied nonlinear M-estimation with increasing dimension and an objective function with possible nondifferentiability at finitely many points.

The focus of most prior studies is to determine the best possible expansion rate for the number of parameters $m$ as a function of the sample size $n$, and generally assumed independent observations. Our objectives are somewhat different. Rather than trying to determine the best rate for the truncation parameter $m$, our focus will be estimation of conditional quantiles in the second step and the sieve regression is only a preliminary step. In fact, as will become clear later in our analysis, under Assumption S1, the error coming from an $m$-th order truncation is of order $O_p(b^m)$ ($b < 1$) and the approximation error of $\tilde{\sigma}_t$ is of order $O_p(\sqrt{m/n})$, it would suffice to consider a truncation $m$ as a sufficiently
large constant multiple of $\log(n)$. In addition, we consider time dependent data, and treat truncation as an approximation, assuming that the true quantile function is an infinite summation. In prior literature there is typically a sequence of true models with increasing parametric dimension.

For convenience of the asymptotic analysis, we make the following assumptions. We again stress that we are not seeking to achieve the weakest possible regularity conditions for the asymptotic analysis, but instead to focus on the design of a robust, flexible and easy-to-implement procedure for estimation of the GARCH model.

**Assumption S1.** The polynomials $A(L)$ and $B(L)$ have no common factors, $A(z) \neq 0$, for $|z| \leq 1$; and $B(z) \neq 0$, for $|z| \leq 1$.

**Assumption S2.** \{\(\varepsilon_t\)\} are iid random variables with mean 0 and variance $\sigma^2 < \infty$. The distribution function of $\varepsilon_t$, $F_{\varepsilon}$, has a continuous density $f_{\varepsilon}$ with 0 $< f_{\varepsilon}(F_{\varepsilon}^{-1}(\tau)) < \infty$.

**Assumption S3.** Denote the conditional distribution function $\Pr[u_t < \cdot | x_t]$ as $F_{u|x}(\cdot)$ and its derivative as $f_{u|x}(\cdot)$ is continuously differentiable and 0 $< f_{u|x}(\cdot) < \infty$ on its support.

**Assumption S4:** Let $x_t = (1, |u_{t-1}|, \cdots, |u_{t-m}|)^\top$, and

$$D_n = -E\left(\frac{1}{n} \sum_{t=m+1}^{n} \frac{x_t x_t^\top}{\sigma_t}\right),$$

and denote the maximum and minimum eigenvalues of $D_n$ as $\lambda_{\text{max}}(D_n)$ and $\lambda_{\text{min}}(D_n)$ then

$$\lim \inf_{n \to \infty} \lambda_{\text{min}}(D_n) > 0, \lim \sup_{n \to \infty} \lambda_{\text{max}}(D_n) < \infty.$$

**Assumption S5:** There exist (small) positive constants $\delta_1 > 0$ and $\delta_2 > 0$ such that

$$\Pr\left(\max_{1 \leq t \leq n} u_t^2 > n^{\delta_1}\right) \leq \exp(-n^{\delta_2}).$$

**Assumption S6:** The truncation parameter $m$ satisfies $m(n) = c \log n$ for some $c > 0$.

Assumptions S1 and S2 are standard assumptions in the GARCH literature. Assumption S1 is an invertibility condition on the ARCH operator and ensures that $u_t$ is stationary with weak dependence and that appropriate limiting theory can be applied. This condition is useful in our technical development and, no doubt could be weakened, but we do not attempt to do so, or to find minimal conditions under which our results hold. The variance of $\varepsilon_t$ is usually standardized to be 1, but we assume that $\varepsilon_t$ has variance $\sigma^2$ in Assumption S2 because we prefer the slightly different standardization that the first coefficient in the ARCH($\infty$) representation (7) is 1 ($a_0 = 1$). Assumptions S3 and S4 are similar to those in the previous literature on sieve estimation. Assumption S5 assumes that the maximum of $u_t^2$ has a generalized extreme value distribution. This is a higher level assumption and generally holds under weak dependence assumptions. The expansion rate of the truncation parameter given in Assumption S6 is also for convenience and similar results can be expected to hold for a much wider range of $m$.

Under Assumption S1, $A(L)$ is invertible and we have an ARCH($\infty$) representation (7) for $\sigma_t$, where the coefficients $a_j$ decrease at a geometric rate, i.e. there exits positive constants
Theorem 1. Let \( \tilde{\alpha}(\tau) \) be the solution of (11), then under Assumptions S1 - S6, we have
\[
\| \tilde{\alpha}(\tau) - \alpha(\tau) \|^2 = O_p(m/n).
\]
and
\[
\sqrt{n} (\tilde{\alpha}(\tau) - \alpha(\tau)) = - \frac{1}{f_\tau(F_\tau^{-1}(\tau))} D_n^{-1} \left( \frac{1}{\sqrt{n}} \sum_{t=m+1}^n x_t \psi_\tau(u_{tt}) \right) + o_p(1)
\]
where
\[
\psi_\tau(u) = \tau - I(u < 0), \text{ and } D_n = \left[ \frac{1}{n} \sum_{t=m+1}^n x_t x_t^\top \sigma_t^2 \right].
\]
For any \( \lambda \in \mathcal{R}^{m+1}, \)
\[
\frac{\sqrt{n} \lambda^\top (\tilde{\alpha}(\tau) - \alpha(\tau))}{\sigma_\lambda} \Rightarrow N(0, 1),
\]
where \( \sigma_\lambda^2 = \frac{1}{f_\tau(F_\tau^{-1}(\tau))^2} \lambda^\top D_n^{-1} \Sigma_n(\tau) D_n^{-1} \lambda, \) and \( \Sigma_n(\tau) = \frac{1}{n} \sum_{t=m+1}^n x_t x_t^\top \psi_\tau^2(u_{tt}). \)

3.2. Minimum Distance Estimation of Conditional Scale. Having estimated the truncated quantile autoregressions on a grid of \( \tau \)'s, we would now like to combine these estimates to obtain estimates of the conditional scale parameters, \( \sigma_t \). This is accomplished most easily using the minimum distance methods proposed in Section 2.3. The asymptotic properties of this estimator are summarized in the following Theorem.

Theorem 2. Under assumptions S1 - S6, the minimum distance estimator \( \tilde{a} \) solving (9) has the following asymptotic representation:
\[
\sqrt{n}(\tilde{a} - a_0) = - \left[ G^\top A_n G \right]^{-1} G^\top A_n \left[ \frac{1}{\sqrt{n}} \sum_{t=m+1}^n \gamma_{Kt} \otimes [D_n^{-1} x_t] \right] + o_p(1)
\]
where
\[
G = \left[ g_0 \otimes J_m : I_K \otimes a_0 \right], \quad \gamma_{Kt} = \left[ \psi_{\tau_1}(u_{tt}) \overline{f_\tau(F_\tau^{-1}(\tau_1))} \cdots \psi_{\tau_m}(u_{tt}) \overline{f_\tau(F_\tau^{-1}(\tau_K))} \right], \quad g_0 = \left[ Q_{\tau_1}(\tau_1) \cdots Q_{\tau_K}(\tau_K) \right].
\]
where $g_0$ and $\alpha_0$ are the true values of vectors $g = [g_1, \cdots, g_K]^\top$ and $\alpha = [1, a_1, a_2, \cdots, a_m]^\top$, and
\[
J_m = \begin{bmatrix}
0 & \cdots & 0 \\
1 & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & 1
\end{bmatrix}
\]
is an $(m+1) \times m$ matrix and $I_K$ is an $K$-dimensional identity matrix.

When $A_n$ is an identity matrix,
\[
G^\top A_n G = G^\top G = \begin{bmatrix}
g_0^\top g_0 \otimes J_m^\top J_m & g_0^\top I_K \otimes J_m^\top \alpha_0 \\
(I_K g_0 \otimes \alpha_0) J_m & (I_K I_K \otimes \alpha_0^2) \alpha_0
\end{bmatrix}.
\]
Alternatively, setting $\mathcal{D} = I_K \otimes D_n$, $V_{xt} = x_t x_t^\top$, $V_{vt} = \Upsilon_{Kt} \Upsilon_{Kt}^\top$, and
\[
\Psi_K = \frac{1}{n} \sum_{t=m+1}^n V_{vt} \otimes V_{xt}, \Lambda = D^{-1} \Psi_K \mathcal{D}^{-1},
\]
the optimal choice of $A$ is given by
\[
A = \Lambda^{-1} = D \Psi_K^{-1} \mathcal{D}.
\]
In this case, $G^\top A_n G = G^\top \mathcal{D} \Psi_K^{-1} \mathcal{D} G$, and $\mathcal{D} G = \begin{bmatrix}
(I_K g_0 \otimes D_n J_m) : (I_K^2 \otimes D_n \alpha_0)
\end{bmatrix}$.

The first stage estimation immediately delivers an estimator for the conditional variance:
\[
\tilde{\sigma}_t = \tilde{a}_0 + \sum_{j=1}^m \tilde{a}_j |u_{t-j}|.
\]

For convenience of later analysis, we partition the $(K(m+1)) \times (K(m+1))$ weighting matrix $A_n$ as $[A_{n1}, \cdots, A_{nK}]$, where $A_{nk}$ $(k = 1, \ldots, K)$ are $(K(m+1)) \times (m+1)$ sub-matrices. Let $z_t = (|u_{t-1}|, \cdots, |u_{t-m}|)$,
\[
L_{m/K} = [I_m, 0_{m \times K}], H_j = L_{m/K} \left[ G^\top A_n G \right]^{-1} G^\top \left[ A_{n1} D_n^{-1} x_j, \cdots, A_{nK} D_n^{-1} x_j \right],
\]
and denote $H = n^{-1} \sum_j H_j \Delta H_j$, where
\[
\Delta = \begin{bmatrix}
\frac{\tau_1(1-\tau_1)}{f_\epsilon(F^{-1}_\epsilon(\tau_1))^2} & \cdots & \frac{\tau_1 \wedge \tau_K - \tau_1 \tau_K}{f_\epsilon(F^{-1}_\epsilon(\tau_1)) f_\epsilon(F^{-1}_\epsilon(\tau_K))} \\
\cdots & \ddots & \cdots \\
\frac{\tau_K(1-\tau_K)}{f_\epsilon(F^{-1}_\epsilon(\tau_1)) f_\epsilon(F^{-1}_\epsilon(\tau_K))} & \cdots & \frac{\tau_1 \wedge \tau_K - \tau_1 \tau_K}{f_\epsilon(F^{-1}_\epsilon(\tau_1)) f_\epsilon(F^{-1}_\epsilon(\tau_K))}
\end{bmatrix},
\]
the asymptotic behavior of this preliminary estimator for the scale parameter is given below.

**Corollary 1.** Under assumptions S1-S6, let $\omega_t^2 = z_t^\top H z_t$, as $n \to \infty$
\[
\frac{\sqrt{n} (\tilde{\sigma}_t - \sigma_t)}{\omega_t} \Rightarrow N(0,1).
\]
In contrast to most existing estimators of conditional volatility based on Gaussian distributional assumptions, our volatility estimator has the nice property that is relatively robust to assumptions on the error distribution.

3.3. Asymptotic Distribution of the Second Stage Estimator. Using the results from the first stage estimation, the second step local estimator $\hat{\theta}(\tau)$ can be obtained by quantile regression of $u_t$ on $\tilde{z}_t = (1, \tilde{\sigma}_{t-1}, \cdots, \tilde{\sigma}_{t-p}, |u_{t-1}|, \cdots, |u_{t-q}|)^T$, and the $\tau$-th conditional quantile of $u_t$ can be estimated by

$$\hat{Q}_{u_1}(\tau|\mathcal{F}_{t-1}) = \hat{\theta}(\tau)^T \tilde{z}_t.$$ 

The limiting behavior of the second-stage estimator minimizing (10) is described in the following result.

**Theorem 3.** Under assumptions S1-S6, the two-step estimator $\hat{\theta}(\tau)$ based on (10) has the asymptotic representation:

$$\sqrt{n} \left( \hat{\theta}(\tau) - \theta(\tau) \right) = -\frac{1}{f_\epsilon(F_\epsilon^{-1}(\tau))} \Omega^{-1} \left\{ \frac{1}{\sqrt{n}} \sum_t z_t \psi_\tau(u_{t\tau}) \right\} + \Omega^{-1} \sqrt{n} (\bar{a} - a) + o_p(1),$$

where $a = [a_1, a_2, \cdots, a_m]^T$, $\Omega = E[\tilde{z}_t \tilde{z}_t^T / \sigma_t]$, and

$$\Gamma = \sum_{k=1}^p \theta_k C_k, C_k = E[{\|u_{t-k-1}\|, \cdots, \|u_{t-k-m}\|}] \tilde{z}_t^T \sigma_t].$$

In particular, since the first stage estimation is based on (9) the above asymptotic representation can be rewritten, denoting $L_{m/K} = \left[I_{m}; 0_{m \times K}\right]$, as,

$$\sqrt{n} \left( \hat{\theta}(\tau) - \theta(\tau) \right) = -\frac{1}{f_\epsilon(F_\epsilon^{-1}(\tau))} \Omega^{-1} \left\{ \frac{1}{\sqrt{n}} \sum_t z_t \psi_\tau(u_{t\tau}) \right\}$$

$$-\Omega^{-1} \Gamma L_{m/K} \left[G^T A_n G\right]^{-1} G^T A_n \left[\frac{1}{\sqrt{n}} \sum_{t=m+1}^n \Upsilon_{Kt} \otimes [D_n^{-1} x_t]\right]$$

$$+ o_p(1).$$

The asymptotic distribution of the two-step estimator $\hat{\theta}(\tau)$ can be immediately obtained from the above Theorem. Let

$$\Psi_t = \left[\begin{array}{c} \psi_{\tau}(u_{t1}) \\ f_\epsilon(F_\epsilon^{-1}(\tau_1)) \\ \psi_{\tau}(u_{t2}) \\ f_\epsilon(F_\epsilon^{-1}(\tau_2)) \\ \vdots \\ \psi_{\tau}(u_{tK}) \\ f_\epsilon(F_\epsilon^{-1}(\tau_K)) \end{array}\right]^T,$$

$$M_t = \left[\begin{array}{c} z_t, \ \Gamma L_{m/K} \left[G^T A_n G\right]^{-1} G^T A_n D_n^{-1} x_t, \ \cdots, \ \Gamma L_{m/K} \left[G^T A_n G\right]^{-1} G^T A_n K D_n^{-1} x_t \end{array}\right],$$

and define

$$M = \lim_{n \to \infty} \left[\frac{1}{n} \sum_t M_t \Xi M_t^T\right].$$
where
\[
\Xi = \begin{bmatrix}
\frac{\tau(1-\tau)}{f_x(F^{-1}_x(\tau))}
& \frac{\tau \wedge \tau_1}{f_x(F^{-1}_x(\tau_1))} & \cdots & \frac{\tau \wedge \tau_K - \tau \wedge \tau_1}{f_x(F^{-1}_x(\tau_K))} \\
\frac{\tau \wedge \tau_1 - \tau \wedge \tau_1}{f_x(F^{-1}_x(\tau_1))} & \frac{\tau_1(1-\tau_1)}{f_x(F^{-1}_x(\tau_1))^2} & \cdots & \frac{\tau_1 \wedge \tau_K - \tau_1 \wedge \tau_1}{f_x(F^{-1}_x(\tau_K))} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\tau \wedge \tau_K - \tau \wedge \tau_K}{f_x(F^{-1}_x(\tau_K))} & \frac{\tau_1 \wedge \tau_K - \tau_1 \wedge \tau_K}{f_x(F^{-1}_x(\tau_K))} & \cdots & \frac{\tau_K(1-\tau_K)}{f_x(F^{-1}_x(\tau_K))^2}
\end{bmatrix}.
\]

The limiting distribution of the two stage estimator is summarized in the following corollary.

**Corollary 2.** Under assumptions S1-S6, the two-step estimator \( \hat{\theta}(\tau) \) has the following limiting distribution:
\[
\sqrt{n} \left( \hat{\theta}(\tau) - \theta(\tau) \right) \Rightarrow N \left( 0, \Omega^{-1} M \Omega^{-1} \right) , \text{ as } n \to \infty.
\]

In the simple case that we estimate the first stage model at a single quantile \( \tau \), let \( \tilde{\alpha}(\tau) = (\tilde{\alpha}_0, \cdots, \tilde{\alpha}_m)(\tau) \)\top, by setting \( \tilde{\alpha}_0 = 1 \) and solving the equations \( \tilde{\alpha}_j(\tau) = \tilde{a}_j Q_{\hat{\xi}}(\tau) \), we obtain the following estimator for \( (a_0, \cdots, a_m) \):
\[
\tilde{a}_0 = 1, \tilde{a}_1 = \frac{\tilde{a}_1(\tau)}{\tilde{a}_0(\tau)}, \cdots, \tilde{a}_m = \frac{\tilde{a}_m(\tau)}{\tilde{a}_0(\tau)}.
\]

In this case, the estimator
\[
\tilde{\sigma}_t = \tilde{a}_0 + \sum_{j=1}^m \tilde{a}_j |u_{t-j}|,
\]
in Step 1 has the following representation:
\[
\tilde{\sigma}_t = \sigma_t + \frac{1}{\tilde{\alpha}_0(\tau)} (\tilde{\alpha}(\tau) - \alpha(\tau))\top \hat{x}_t + O_p \left( \left( \frac{m^2}{n} \right) \right) = \sigma_t + O_p \left( \sqrt{\frac{m}{n}} \right) + O_p \left( \frac{m^2}{n} \right),
\]
where
\[
\hat{x}_t = \left( -\sum_{j=1}^m \frac{\alpha_j(\tau)}{\tilde{\alpha}_0(\tau)} |u_{t-1}|, \cdots, |u_{t-m}| \right),
\]
and the two-stage estimator has the following simplified asymptotic representation.

**Corollary 3.** Under our assumptions S1 - S6, if we estimate the first stage model at same single quantile \( \tau \), the second stage quantile regression estimator \( \hat{\theta}(\tau) \) based on (10) has the following Bahadur representation:
\[
\sqrt{n} \left( \hat{\theta}(\tau) - \theta(\tau) \right) = -\frac{1}{f_x(F^{-1}_x(\tau))} \Omega^{-1} \left\{ \frac{1}{\sqrt{n}} \sum_t \left[ z_t + R^\top D_n^{-1} x_t \right] \psi_\tau(u_{2t}) \right\} + o_p(1)
\]
where
\[
R^\top = \frac{1}{\tilde{\alpha}_0(\tau)} \left( -\sum_{j=1}^m \frac{\alpha_j(\tau)}{\tilde{\alpha}_0(\tau)} r_j, r_1, \cdots, r_m \right), \text{ and } r_j = \sum_{k=1}^p \theta_k \mathbb{E} \left[ |u_{t-k-j}| \frac{\hat{z}_t}{\hat{\sigma}_t} \right].
\]
Consequently,
\[
\sqrt{n} \left( \hat{\theta}(\tau) - \theta(\tau) \right) \Rightarrow N \left( 0, \frac{\tau(1-\tau)}{f_x(F^{-1}_x(\tau))^2} \Omega^{-1} M \Omega^{-1} \right),
\]
where $M = M_1 + M_2 + M_3$, with $M_1 = E\left[z_t z_t^\top\right]$, $M_2 = \lim \frac{1}{n} \sum_t \left[R^\top D_n^{-1} x_t z_t^\top + z_t x_t^\top D_n^{-1} R\right]$, and $M_3 = \lim \frac{1}{n} \sum_t R^\top D_n^{-1} x_t x_t^\top D_n^{-1} R$.

**Remark.** We may compare the quantile regression estimator $\hat{\theta}(\tau)$ based on generated regressors $\tilde{z}_t$ with the infeasible quantile regression estimator $\tilde{\theta}(\tau)$ based on unobserved regressors $z_t$. Note that the infeasible estimator $\tilde{\theta}(\tau)$ has the following Bahadur representation:

$$\sqrt{n} \left( \tilde{\theta}(\tau) - \theta(\tau) \right) = -\frac{1}{f_\varepsilon(F_\varepsilon^{-1}(\tau))} \Omega^{-1} \left\{ \frac{1}{\sqrt{n}} \sum_t z_t \psi_\tau(u_t) \right\} + o_p(1),$$

and

$$\sqrt{n} \left( \tilde{\theta}(\tau) - \theta(\tau) \right) \Rightarrow N \left( 0, \frac{\tau(1-\tau)}{f_\varepsilon(F_\varepsilon^{-1}(\tau))^2} \Omega^{-1} M_1 \Omega^{-1} \right).$$

Comparing it with the Bahadur representation of $\tilde{\theta}(\tau)$ given in Corollary 1, we see that the Bahadur representation (and thus the variance) of $\tilde{\theta}(\tau)$ contains an additional term that arises from the preliminary estimation.

The proposed estimation procedure in this paper can be extended in several different directions. First, like many other nonlinear estimation procedures, the proposed estimation procedure may be iterated to achieve further improvement. From the two step estimation, we obtain estimates of $\theta(\tau)$ and $Q_{ut}(\tau|I_{t-1})$ at different quantiles. Consequently, estimates of $\theta$ and $F^{-1}(\tau)$ can be derived immediately, and updated estimates of $\sigma_t$ can also be obtained. The updated estimator of $\sigma_t$ can then be used to re-estimate $\theta(\tau)$ and $Q_{ut}(\tau|I_{t-1})$. The above procedure can be iterated to obtain estimators for both the conditional quantiles and the conditional volatility $\sigma_t$. Second, different estimation methods may be used in the first step global estimation. The current paper considers QAR estimation in the first stage due to its convenience in implementation and effectiveness for a wide range of time series. We conjecture that when the process are nearly integrated, a different first step estimation method may be preferred since the autoregression representation is obtained for invertible ARMA models. Third, the basic idea of the two-step method can be applied to other types of GARCH processes.

4. **Monte Carlo Results**

In this section, we report on a Monte Carlo experiment designed to examine the sampling performance of the proposed estimation procedures and compare them with existing methods. In particular, we compare the proposed quantile regression GARCH estimation procedures with the simple quantile autoregression approximation; the RiskMetrics method that is widely used in industry; and the CAViaR model proposed by Engle and Manganelli (2004). The CAViaR model is estimated using the Matlab code of Manganelli (2002).

As measures of performance we report bias and mean square error (MSE) of the various estimators of the 0.05 conditional quantile of the response as averaged over the sample. For comparison purpose, we consider the following eight estimation procedures:
(1) RiskM: The conventional RiskMetrics method RiskMetrics Group (1996), based on Gaussian GARCH(1,1) with fixed parameters, that is widely used in financial applications for estimation of Value-at-Risk;

(2) GGARCH: The Gaussian GARCH(1,1) with estimated parameters.

(3) ARCH: Sieve ARCH quantile regression approximation with \( m = 3n^{1/4} \).

(4) QGARCH1: The proposed two-step estimation method using information at the specified quantile in the first step estimation.

(5) QGARCH2: The proposed two-step estimation method using information over multiple quantiles in the first step estimation. In particular, we estimate the sieve ARCH quantile regression at each percentile \( \tau_k = 5k\%, \ k = 1, \cdots, 19 \), and estimate the GARCH parameters using the Minimum distance estimation \( (A_n = I) \) coupled with trimming to avoid the random denominator going to zero.

(6) QGARCH3: The proposed estimation method using information at the specified quantile in the first step estimation and iterate for potential improvements. Thus, following Step 1 in our procedure, we estimate a sieve quantile autoregression and obtain estimates of \( \sigma_t \), then we run quantile regression of \( u_t \) based on the estimated regressors and obtain the two-step estimator of \( \theta(\tau) = (\beta_0(\tau), \beta_1(\tau), \gamma_1(\tau)) \). Estimates of parameters of the GARCH model can then be derived from the quantile regression estimates by solving
\[
\frac{\beta_1(\tau)}{\beta_0(\tau)} = \frac{\beta_1}{\beta_0} \frac{\gamma_1(\tau)}{\gamma_0} = \frac{\gamma_1}{\beta_0} \frac{\beta_0}{1 - \beta_1} = 1.
\]

Finally, we recompute the estimates of \( \sigma_t \) and iterate the process to convergence.

(7) CAViaR1: CAViaR estimator using the Matlab code of Manganelli (2002), the number of grid points is chosen to be \( n \) (=sample size).

(8) CAViaR2: CAViaR estimator using the Matlab code of Manganelli (2002), the number of grid points is chosen to be 10000.

The data were generated from a linear GARCH(1,1) process with several choices of parameter values and error distributions. Two different choices for the distribution of \( \varepsilon_t \) are considered: (i) i.i.d Normal; (ii) i.i.d. \( t(4) \) - Student-\( t \) distribution with 4 degrees of freedom; The first design of \( \varepsilon_t \) actually has normal distribution and we expect the traditional methods based on normal assumption should be reasonable. The second design of \( \varepsilon_t \) has a heavier tail. Two sample sizes \( n = 100, \ n = 500, \) are examined in the simulation, and number of repetitions is 50. In each instance we estimate the 0.05 quantile. We consider the following three sets of parameter values:

P1. \( \beta_0 = 0.1, \beta_1 = 0.5, \gamma_1 = 0.3 \).

P2. \( \beta_0 = 0.1, \beta_1 = 0.8, \gamma_1 = 0.1 \).

P3. \( \beta_0 = 0.1, \beta_1 = 0.9, \gamma_1 = 0.05 \).

The first set of parameter values (P1) satisfies the regularity conditions and the generates a stationary linear GARCH process. Table 1 reports result of bias and mean squared error of different estimation procedures for this case. The Monte Carlo results in Table 1 provide some baseline evidence in evaluating the sampling performance of the proposed method when the regularity conditions are satisfied. In addition to (P1), we also consider parameter values that are close to nonstationary GARCH, and examine the performance of
the estimation procedures in this situation. In the second and third sets (P2 and especially P3) of parameter values, $\beta_1$ are large and $\beta_1 + \gamma_1$ are close to 1. When $\beta_1 + \gamma_1 = 1$, the process becomes nonstationary and the regularity assumption S1 no longer holds. When $\beta_1 + \gamma_1$ is close to 1, the process becomes nearly integrated and the ARCH approximation used in the first step becomes poor. Monte Carlo results confirm this. In particular, Table 2 gives results corresponding to $\beta_1 = 0.8, \gamma_1 = 0.1$. Table 3 corresponds to the case $\beta_1 = 0.9, \gamma_1 = 0.05$.

The Monte Carlo results indicate that in general, the proposed GARCH quantile estimator has reasonably good performance for a wide range of time series. They generally have better performance over other estimation procedures in the stationary case. As the data becomes more nonstationary, the performance of all these estimation procedures decreases. In table 2, the proposed quantile regression GARCH estimation procedures still have relatively better performance in general, but the difference between the CAViaR and GARCH quantile estimation becomes smaller. In table 3, when the data are generated from a nearly integrated GARCH process with $\beta_1 = 0.9, \gamma_1 = 0.05$, the CAViaR model has relatively better performance than the two-step estimators.
5. An Empirical Application To International Equity Markets

We employ the proposed estimation procedure to study returns in international equity markets. The data that we use are the weekly return series, from July 1981 to March 2008, for four major world equity market indexes: the U.S. S&P 500 Composite Index, the Japanese Nikkei 225 Index, the U.K. FTSE 100 Index, and the Hong Kong Hang Seng Index.

While the U.S. and U.K. equity markets are mature and appreciated significantly over the sample period, the emerging market in Hong Kong experienced much higher volatility and more dramatic jumps in prices. The Japanese market, though mature, generated somewhat...
lower returns over the sample period, although it went through a bubbly period in the late 1980’s and then a bursting of the bubble in the 1990’s. The rather different risk dynamics of these markets provide a rich ground for analyzing the risk management performance of various estimators of Value at Risk.

Table 4 reports some summary statistics of the data. The mean weekly returns of the four indexes ranges from 0.16% to 0.23% per week, or about 8.32% to 11.96% annually. The Hong Kong Hang Seng Index returned an average 0.23%, a 10-fold increase in the index level over the 20-year sample period. In comparison, the Nikkei 225 index only increased by 6-fold. The U.S. S&P 500 Index and the FTSE 100 Index on average return about 0.17% per week, slightly below that of the Hong Kong Hang Seng Index. However, the Hang Seng’s phenomenal rise come with much higher risk than the S&P 500 or the FTSE 100. The weekly sample standard deviation of the index is 3.69%, the highest of the four indexes, as compared to 2.01% for the S&P 500 and 2.40% for the FTSE 100. The Nikkei 225 Index exhibit a weekly standard deviation of 2.40%. As has been documented extensively in the literature, all four indexes display negative skewness and excess kurtosis. The autocorrelation coefficients for all four indexes are quite small. Prior to estimation of the GARCH model, we demean each of the return series using a parsimonious autoregression. Since mean returns at this frequency are small and autocorrelation coefficients are also very modest this step has little impact on the results.

We estimate the Value at Risk for several distinct quantiles, \{0.01, 0.03, 0.05, 0.10, 0.15\} for each of the indices, employing the proposed quantile regression estimation procedure based on the GARCH(1,1) model. We compare the results estimated by the proposed method with results estimated by the CAViaR model and the ARCH models as described in the previous section.

To compare the relative performance, we compute the coverage ratios, that is, the percentage of realized returns that fall below the estimated quantiles. These results are reported in Tables 5-9. Since VaR is an out of sample concept, we consider prediction of VaR for the last 500 periods. Thus, at each time point \(t\) (in the last 500 periods), we estimate the model based on data up to time \(t\), and predict the next period \((t+1)\) conditional quantiles (using estimates based on this period information). We compute the coverage ratios based on the percentage of next period realized returns that are below the predicted quantiles.

Formal tests for the out of sample evaluation have been studied in the literature (see e.g. Berkowitz, Christoffersen, and Pelletier (2009) for related literature). A widely used test is the Kupiec (1995) proportion of failure test. The Kupiec test is a likelihood ratio test and has asymptotic \(\chi^2\) distribution with one degree of freedom.

Other tests have also been proposed in the literature. For example, if we consider the indicator function: \(I_{t+1}(\tau) = 1(u_t \leq Q_{u_t}(\tau|\mathcal{F}_{t-1}))\), then \(I_{t+1}(\tau) - \tau\) has mean zero and is a martingale difference sequence, thus

\[
Z_n = \frac{1}{\sqrt{n\tau(1-\tau)}} \sum (I_{t+1}(\tau) - \tau) \Rightarrow N(0,1), \text{ as } n \to \infty.
\]

(see, e.g., Campbell (2005)). A two-sided test can be constructed based on the above asymptotic normal statistic.

We conduct both the Kupiec test and the \(Z_n\) test in our applications. The calculated testing statistics are also reported in Tables 5-9. The 5% level critical values for the Kupiec
test and the $Z_n$ test are 3.841 and 1.96 respectively. The testing results indicates that both the CAViaR method and the quantile GARCH method provide reasonable coverage rates, and are substantially better than the ARCH based estimation.
<table>
<thead>
<tr>
<th>% VaR</th>
<th>1%</th>
<th>3%</th>
<th>5%</th>
<th>10%</th>
<th>15%</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>SP500</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coverage Rate</td>
<td>0.0160</td>
<td>0.0340</td>
<td>0.0640</td>
<td>0.1240</td>
<td>0.1660</td>
</tr>
<tr>
<td>Kupiec Test</td>
<td>1.5383</td>
<td>0.2638</td>
<td>1.9027</td>
<td>2.9967</td>
<td>0.9761</td>
</tr>
<tr>
<td>Zₙ Test</td>
<td>1.3484</td>
<td>0.5243</td>
<td>1.4364</td>
<td>1.7889</td>
<td>1.0020</td>
</tr>
<tr>
<td><strong>Nikkei225</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coverage Rate</td>
<td>0.0120</td>
<td>0.0520</td>
<td>0.0600</td>
<td>0.1160</td>
<td>0.2360</td>
</tr>
<tr>
<td>Kupiec Test</td>
<td>0.1899</td>
<td>6.8538</td>
<td>0.9921</td>
<td>1.3598</td>
<td>25.4596</td>
</tr>
<tr>
<td>Zₙ Test</td>
<td>0.4495</td>
<td>2.8838</td>
<td>1.0260</td>
<td>1.1926</td>
<td>0.5010</td>
</tr>
<tr>
<td><strong>FTSE100</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coverage Rate</td>
<td>0.0200</td>
<td>0.0320</td>
<td>0.0700</td>
<td>0.0840</td>
<td>0.1580</td>
</tr>
<tr>
<td>Kupiec Test</td>
<td>3.9136</td>
<td>0.0673</td>
<td>3.7651</td>
<td>1.4957</td>
<td>0.2474</td>
</tr>
<tr>
<td>Zₙ Test</td>
<td>2.2473</td>
<td>0.2622</td>
<td>2.0520</td>
<td>-1.1926</td>
<td>0.5010</td>
</tr>
<tr>
<td><strong>Hang Seng</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coverage Rate</td>
<td>0.0040</td>
<td>0.0180</td>
<td>0.0360</td>
<td>0.0960</td>
<td>0.1720</td>
</tr>
<tr>
<td>Kupiec Test</td>
<td>2.3530</td>
<td>2.8791</td>
<td>2.2765</td>
<td>0.0900</td>
<td>1.8270</td>
</tr>
<tr>
<td>Zₙ Test</td>
<td>-1.3484</td>
<td>-1.5730</td>
<td>-1.4364</td>
<td>-0.2981</td>
<td>1.3777</td>
</tr>
</tbody>
</table>

Table 7. Coverage Rates and Testing Results for QGARCH2 Model

<table>
<thead>
<tr>
<th>% VaR</th>
<th>1%</th>
<th>3%</th>
<th>5%</th>
<th>10%</th>
<th>15%</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>SP500</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coverage Rate</td>
<td>0.0140</td>
<td>0.0260</td>
<td>0.0620</td>
<td>0.1200</td>
<td>0.1940</td>
</tr>
<tr>
<td>Kupiec Test</td>
<td>0.7187</td>
<td>0.2876</td>
<td>1.4130</td>
<td>2.1025</td>
<td>7.0602</td>
</tr>
<tr>
<td>Zₙ Test</td>
<td>0.8989</td>
<td>-0.5243</td>
<td>1.2312</td>
<td>1.4907</td>
<td>2.7554</td>
</tr>
<tr>
<td><strong>Nikkei225</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coverage Rate</td>
<td>0.0140</td>
<td>0.0260</td>
<td>0.0620</td>
<td>0.1200</td>
<td>0.1940</td>
</tr>
<tr>
<td>Kupiec Test</td>
<td>0.2638</td>
<td>1.4215</td>
<td>1.7119</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zₙ Test</td>
<td>0.5243</td>
<td>1.2425</td>
<td>1.3416</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>FTSE100</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coverage Rate</td>
<td>0.0140</td>
<td>0.0260</td>
<td>0.0620</td>
<td>0.1200</td>
<td>0.1940</td>
</tr>
<tr>
<td>Kupiec Test</td>
<td>2.6126</td>
<td>6.8538</td>
<td>3.8651</td>
<td>0.1965</td>
<td></td>
</tr>
<tr>
<td>Zₙ Test</td>
<td>1.7979</td>
<td>2.8838</td>
<td>2.0520</td>
<td>0.4472</td>
<td></td>
</tr>
<tr>
<td><strong>Hang Seng</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coverage Rate</td>
<td>0.0140</td>
<td>0.0260</td>
<td>0.0620</td>
<td>0.1200</td>
<td>0.1940</td>
</tr>
<tr>
<td>Kupiec Test</td>
<td>4.8134</td>
<td>0.3639</td>
<td>0.4980</td>
<td>3.0736</td>
<td>4.8539</td>
</tr>
<tr>
<td>Zₙ Test</td>
<td>-1.7979</td>
<td>-0.5862</td>
<td>-0.6882</td>
<td>-2.3608</td>
<td>-2.1292</td>
</tr>
</tbody>
</table>

Table 8. Coverage Rates and Testing Results for CAViaR1 Model

**Appendix A. Proofs**

A.1. **Proof of Theorem 1.** Our proofs rely heavily on the theory of empirical processes as in Welsh (1989) and employ exponential inequalities for weakly dependent and martingale difference sequences. We use the notation \( E_\tau \) to signify the conditional expectation \( E(\cdot|_{\tau}) \).
<table>
<thead>
<tr>
<th>% VaR</th>
<th>1%</th>
<th>3%</th>
<th>5%</th>
<th>10%</th>
<th>15%</th>
</tr>
</thead>
<tbody>
<tr>
<td>SP500</td>
<td>0.0140</td>
<td>0.0260</td>
<td>0.0600</td>
<td>0.1240</td>
<td>0.1940</td>
</tr>
<tr>
<td>Coverage Rate</td>
<td>0.7187</td>
<td>0.2876</td>
<td>0.9921</td>
<td>2.9967</td>
<td>7.0602</td>
</tr>
<tr>
<td>Kupiec Test</td>
<td>0.8989</td>
<td>-0.5243</td>
<td>1.0260</td>
<td>1.7889</td>
<td>2.7554</td>
</tr>
<tr>
<td>Zn Test</td>
<td>0.0175</td>
<td>0.0575</td>
<td>0.0620</td>
<td>0.120</td>
<td>0.186</td>
</tr>
<tr>
<td>Kupiec Test</td>
<td>1.8574</td>
<td>8.2419</td>
<td>1.4130</td>
<td>2.1025</td>
<td>7.1598</td>
</tr>
<tr>
<td>Zn Test</td>
<td>1.5076</td>
<td>3.2242</td>
<td>1.2312</td>
<td>1.4907</td>
<td>2.8333</td>
</tr>
<tr>
<td>FTSE100</td>
<td>0.0200</td>
<td>0.0520</td>
<td>0.0680</td>
<td>0.1140</td>
<td>0.1825</td>
</tr>
<tr>
<td>Coverage Rate</td>
<td>3.9136</td>
<td>6.8538</td>
<td>3.0806</td>
<td>2.0879</td>
<td>3.1363</td>
</tr>
<tr>
<td>Kupiec Test</td>
<td>2.2473</td>
<td>2.8838</td>
<td>1.8468</td>
<td>1.2981</td>
<td>1.8204</td>
</tr>
<tr>
<td>Zn Test</td>
<td>4.8134</td>
<td>0.3277</td>
<td>0.4980</td>
<td>4.749</td>
<td>4.8539</td>
</tr>
<tr>
<td>Hang Seng</td>
<td>-1.7979</td>
<td>-0.4389</td>
<td>-0.6882</td>
<td>-2.667</td>
<td>-2.1292</td>
</tr>
</tbody>
</table>

Table 9. Coverage Rates and Testing Results for CAViaR2 Model

Let

$$\psi_\tau(u) = \tau - I(u < 0),$$

then $\psi_\tau(u)$ is the right-hand derivative of $\rho_\tau(u)$. ($\rho_\tau(u)$ is differentiable everywhere except at $u = 0$.) The derivative of $\rho_\tau(u_t - \alpha^\top x_t)$ w.r.t. $\alpha$ (except at point $u_t = \alpha^\top x_t$) is then

$$\varphi_{\tau\alpha}(\alpha) = \psi_\tau(u_t - \alpha^\top x_t) x_t = \left[\tau - I(u_t < \alpha^\top x_t)\right] x_t.$$

Notice that

$$Q_{u_t}(\tau|F_{t-1}) = \alpha(\tau)^\top x_t + R_m(\tau),$$

where

$$R_m(\tau) = \left(\sum_{j=m+1}^\infty a_j |u_{t-j}|\right) Q_\varepsilon(\tau) \sim O_p(b^m) \text{ under Assumption S1}.$$ 

Let $u_{t\tau}^* = u_t - \alpha(\tau)^\top x_t$, and

$$u_{t\tau} = u_t - Q_{u_t}(\tau|F_{t-1}) = \left( a_0 + \sum_{j=1}^\infty a_j |u_{t-j}| \right) [\varepsilon_t - Q_\varepsilon(\tau)] = \sigma_t \varepsilon_{t\tau},$$

then $u_{t\tau} = u_{t\tau} + R_m(\tau)$, and

$$E_t[\psi_\tau(u_{t\tau})] = 0.$$

Under Assumption S3,

$$E_t(\varphi_{\tau\alpha}(\alpha(\tau))) = E_t\left[\tau - I(u_t < \alpha(\tau)^\top x_t)\right] x_t$$

$$= \left[\tau - F_{u_t|_x}(Q_{u_t}(\tau|F_{t-1}) + R_m(\tau))\right] x_t$$

$$= O_p(b^m \cdot \|x_t\|),$$

where we define $\|\alpha\|$ to be the L2 norm of $\alpha$. 

Let

$$\psi_\tau(u) = \tau - I(u < 0),$$
We first show that \( \|a(\tau) - \alpha(\tau)\|^2 = O_p(m/n) \). Let \( \lambda \in S = \{ \lambda \in \mathbb{R}^{m+1} : \|\lambda\| = 1 \} \), by convexity of the objective function, it suffices to show that for any \( \epsilon > 0 \), there exists \( B < \infty \) such that, for sufficiently large \( n \),

\[
\Pr \left\{ \inf_{\lambda \in S} \sum_t \lambda^T \varphi_{tr}(\alpha(\tau) + B(mn)^{1/2} \lambda) > 0 \right\} > 1 - \epsilon.
\]

For notational convenience, we next define

\[
\eta_t(v) = \varphi_{tr}(\alpha(\tau) + v) - \varphi_{tr}(\alpha(\tau))
\]

then

\[
(14) \sum_t \lambda^T \varphi_{tr}(\alpha(\tau) + B(mn)^{1/2} \lambda) = \sum_t \lambda^T \varphi_{tr}(\alpha(\tau))
\]

\[
+ \sum_t \lambda^T E_t \left\{ \eta_t(B(mn)^{1/2} \lambda) \right\}
\]

\[
+ \sum_t \lambda^T \left[ \eta_t(B(mn)^{1/2} \lambda) - E_t \left\{ \eta_t(B(mn)^{1/2} \lambda) \right\} \right]
\]

we analyze each of the right-hand-side terms (14), (15) and (16), and show that

\[
\sum_t \lambda^T \varphi_{tr}(\alpha(\tau) + B(mn)^{1/2} \lambda) \approx \sum_t \lambda^T \varphi_{tr}(\alpha(\tau)) + B(mn)^{1/2} f^1_\epsilon(\lambda^T D_n \lambda)
\]

For (15), notice that if \( \|\alpha - \alpha(\tau)\| \leq B(mn)^{1/2} \),

\[
(17) \ E_t \left[I(u_t < \alpha(\tau)^T x_t) - I(u_t < \alpha^T x_t)\right] = -f_u(x(Q_u(\tau|x_t))x_t^T [\alpha - \alpha(\tau)] + O_p(m^2/n).
\]

Thus, given the GARCH structure (1) and (2),

\[
F_{u|x}(u) = F_{\epsilon}(u/\sigma_t), f_{u|x}(u) = f_{\epsilon}(u/\sigma_t)/\sigma_t
\]

thus

\[
Q_u(\tau|x_t) = \sigma_t F_{\epsilon}^{-1}(\tau), f_{u|x}(Q_u(\tau|x_t)) = \frac{1}{\sigma_t} f_{\epsilon}(F_{\epsilon}^{-1}(\tau))
\]

and

\[
\frac{1}{n} \sum_{t=m+1}^n f_{u|x}(Q_u(\tau|x_t)) x_t x_t^T = f_{\epsilon}(F_{\epsilon}^{-1}(\tau)) \left[ \frac{1}{n} \sum_{t=m+1}^n \frac{x_t x_t^T}{\sigma_t} \right] = f_{\epsilon}(F_{\epsilon}^{-1}(\tau)) D_n,
\]

so by (17) we have

\[
\sum_t \lambda^T E_t \left\{ \eta_t(B(mn)^{1/2} \lambda) \right\} \approx B(mn)^{1/2} f_{\epsilon}(F_{\epsilon}^{-1}(\tau)) \lambda^T D_n \lambda.
\]

To show that the third term (16) is of smaller order of magnitude and can be dropped, we need stochastic equicontinuity corresponding to \( \eta_t(v) - E_t \{ \eta_t(v) \} \) using weak dependence property of \( u \) and the martingale difference sequence property of the term, as well as the moment condition on \( x \). In particular, we want to show that,

\[
\sup_{\|v\| \leq B(mn)^{1/2}} \left| \sum_t \lambda^T \left[ \eta_t(v) - E_t \{ \eta_t(v) \} \right] \right| = o_p \left( \frac{1}{\sqrt{nm}} \right).
\]
Covering the ball \( \{ \|v\| \leq B(m/n)^{1/2} \} \) with cubes \( \mathcal{C} = \{ \mathcal{C}_k \} \) where \( \mathcal{C}_k \) is a cube with center \( v_k \), side length \( (m/n^5)^{1/2}B \), so \( \text{card}(\mathcal{C}) = (2n^2)^m = N(n) \), and for \( v \in \mathcal{C}_k, \|v - v_k\| \leq (m/n^{5/2})B \). Thus, since \( I(u_t < z) \) is nondecreasing in \( z \),

\[
\sup_{\|v\| \leq B(m/n)^{1/2}} \left| \sum_t \lambda^\top [\eta_t(v) - E_t \{ \eta_t(v) \}] \right| 
\leq \max_{1 \leq k \leq N(n)} \left| \sum_t \lambda^\top [\eta_t(v_k) - E_t \{ \eta_t(v_k) \}] \right|
\leq \max_{1 \leq k \leq N(n)} \left| \sum_t \lambda^\top [b_{\tau t}(v_k) - E_t \{ b_{\tau t}(v_k) \}] \right|
\leq \max_{1 \leq k \leq N(n)} \left| \sum_t \lambda^\top [d_{\tau t}(v_k) - E_t \{ d_{\tau t}(v_k) \}] \right|
\]

(18)

(19)

(20)

where

\[
b_{\tau t}(v_k) = I(u_t < (\alpha(\tau) + v_k)^\top x_t) - I(u_t < (\alpha(\tau) + v_k)^\top x_t + (m/n^{5/2})B\|x_t\|),
\]

\[
d_{\tau t}(v_k) = I(u_t < (\alpha(\tau) + v_k)^\top x_t + (m/n^{5/2})B\|x_t\|)
- I(u_t < (\alpha(\tau) + v_k)^\top x_t - (m/n^{5/2})B\|x_t\|).
\]

The analysis of terms (19) and (20) are similar to Welsh (1989). We focus on the first term (18). Notice that \( \text{card}(\mathcal{C}) = (2n^2)^m \), an exponential inequality is needed to control the rate. Since \( \|v_k\| \leq B(m/n)^{1/2} \), by calculation of moments, we have

\[
\omega_n^2 = \sum_t E_t \left[ \lambda^\top [\eta_t(v_k) - E_t \{ \eta_t(v_k) \}] \right]^2 = O_p((mn)^{1/2}m^{-3/2}),
\]

and

\[
S_n^2 = \sum_t \left[ \lambda^\top [\eta_t(v_k) - E_t \{ \eta_t(v_k) \}] \right]^2 = O_p((mn)^{1/2}m^{-3/2}).
\]

Let \( M = (mn)^{1/2} \), noting that \( \xi_t = [\eta_t(v_k) - E_t \{ \eta_t(v_k) \}] \) is a martingale difference sequence we have

\[
\text{Pr} \left[ \max_{1 \leq k \leq N(n)} \left| \frac{1}{\sqrt{n}} \sum_t \lambda^\top [\eta_t(v_k) - E_t \{ \eta_t(v_k) \}] \right| > \epsilon \right]
\leq N(n) \max_k \text{Pr} \left( \left| \frac{1}{\sqrt{n}} \sum_t \lambda^\top [\eta_t(v_k) - E_t \{ \eta_t(v_k) \}] \right| > \epsilon \right)
\leq N(n) \max_k \text{Pr} \left( \sum_t \lambda^\top \xi_t > \sqrt{n}\epsilon; S_n^2 + \omega_n^2 \leq M \right)
+ N(n) \max_k \text{Pr} \left( \sum_t \lambda^\top \xi_t > \sqrt{n}\epsilon; S_n^2 + \omega_n^2 > M \right)
\]
For the first term, by exponential inequality for martingale difference sequences (see, e.g., Bercu and Touati (2008)), we have

\[
N(n) \max_k \Pr \left( \left| \sum_t \lambda^\top \xi_t \right| > \sqrt{n} \varepsilon; S_n^2 + \omega_n^2 \leq M \right) \leq 2N(n) \exp \left( -\frac{n \varepsilon^2}{2M} \right).
\]

For the second term,

\[
\Pr \left( S_n^2 + \omega_n^2 > M \right) \leq \Pr \left( S_n^2 > M/2 \right) + \Pr \left( \omega_n^2 > M/2 \right),
\]

and each term can be bounded exponentially under assumptions S1 and S5. Thus,

\[
\sum_t \lambda^\top \varphi_t (\alpha) + B(m/n)^{1/2} \lambda = \sum_t \lambda^\top \varphi_t (\alpha) + B(m/n)^{1/2} f_\varepsilon \left( F_\varepsilon^{-1}(\tau) \right) \lambda^\top D_n \lambda + o_p \left( (nm)^{1/2} \right).
\]

By Assumption S4, the minimum eigenvalue of \(D_n\) is bounded from below, and

\[
\sum_t \varphi_t (\alpha) = O_p(\sqrt{nm})
\]

so for large \(n\),

\[
\left\{ \inf_{\lambda \in \mathcal{S}} \sum_t \lambda^\top \varphi_t (\alpha) + B(m/n)^{1/2} \lambda > 0 \right\}
\geq \left\{ \frac{1}{\sqrt{nm}} \inf_{\lambda \in \mathcal{S}} \sum_t \lambda^\top \varphi_t (\alpha) > -\frac{B}{2} \lambda_{\min} \left[ f_\varepsilon \left( F_\varepsilon^{-1}(\tau) \right) D_n \right] \right\}
\]

whose probability goes to 1 as \(B\) and \(n \to \infty\). Thus we have proved (12).

If \(\tilde{\alpha}(\tau)\) is the solution of (11), let \(\tilde{v} = \sqrt{n}(\tilde{\alpha}(\tau) - \alpha(\tau))\), from the above analysis we have,

\[
\sqrt{n} (\tilde{\alpha}(\tau) - \alpha(\tau)) = -\frac{1}{f_\varepsilon \left( F_\varepsilon^{-1}(\tau) \right)} D_n^{-1} \left( \frac{1}{\sqrt{n}} \sum_{t=m+1}^n x_t \psi_t(u_{\tau t}) \right) + o_p(1),
\]

thus for any \(\lambda \in \mathbb{R}^{m+1}\),

\[
\frac{\sqrt{n} \lambda^\top (\tilde{\alpha}(\tau) - \alpha(\tau))}{\sigma_\lambda} \Rightarrow N(0, 1),
\]

where

\[
\sigma_\lambda^2 = \lambda^\top D_n^{-1} \Sigma_n D_n^{-1} \lambda, \Sigma_n = \frac{1}{n} \sum_{t=m+1}^n x_t x_t^\top \psi_t^2(u_{\tau t}).
\]
A.2. **Proof of Theorem 2.** To analyze the asymptotic behavior of our estimators, we need to first derive the asymptotic representation for $\hat{\pi}$. Notice that

$$\sqrt{n}(\hat{\alpha}(\tau_k) - \alpha(\tau_k)) = -\frac{1}{f_\varepsilon(F^{-1}_\varepsilon(\tau_k))} D_n^{-1} \left( \frac{1}{\sqrt{n}} \sum_{t=m+1}^{n} x_t \psi_{\tau_k}(u_{t\tau_k}) \right) + o_p(1),$$

thus,

$$\sqrt{n}(\hat{\pi} - \pi) = - \left[ \left( \frac{1}{\sqrt{n}} \sum_{t=m+1}^{n} D_n^{-1} x_t \frac{\psi_{\tau_1}(u_{t\tau_1})}{f_\varepsilon(F^{-1}_\varepsilon(\tau_1))} \right) \cdots \right] + o_p(1)$$

$$= - \frac{1}{\sqrt{n}} \sum_{t=m+1}^{n} \Psi_K \otimes [D_n^{-1} x_t] + o_p(1)$$

Let $\mathcal{D} = I_K \otimes D_n$, $V_{xt} = x_t x_t^T$, and

$$V_{\psi t} = \Psi_K \Psi_K^T = \left[ \begin{array}{ccc} \psi_{\tau_1}(u_{t\tau_1}) f_\varepsilon(F^{-1}_\varepsilon(\tau_1))^2 & \cdots & \psi_{\tau_1}(u_{t\tau_1}) \psi_{\tau_1}(u_{t\tau_K}) f_\varepsilon(F^{-1}_\varepsilon(\tau_1)) f_\varepsilon(F^{-1}_\varepsilon(\tau_K)) \\
\vdots & \ddots & \vdots \\
\psi_{\tau_1}(u_{t\tau_1}) \psi_{\tau_1}(u_{t\tau_K}) f_\varepsilon(F^{-1}_\varepsilon(\tau_1)) f_\varepsilon(F^{-1}_\varepsilon(\tau_K)) & \cdots & \psi_{\tau_K}(u_{t\tau_K}) f_\varepsilon(F^{-1}_\varepsilon(\tau_K))^2 \end{array} \right].$$

And set,

$$\Psi_K = \frac{1}{n} \sum_{t=m+1}^{n} V_{\psi t} \otimes V_{xt}$$

$$= \left[ \begin{array}{ccc} \frac{1}{n} \sum x_t x_t^T \frac{\psi_{\tau_1}(u_{t\tau_1})}{f_\varepsilon(F^{-1}_\varepsilon(\tau_1))^2} & \cdots & \frac{1}{n} \sum x_t x_t^T \frac{\psi_{\tau_1}(u_{t\tau_1}) \psi_{\tau_1}(u_{t\tau_K})}{f_\varepsilon(F^{-1}_\varepsilon(\tau_1)) f_\varepsilon(F^{-1}_\varepsilon(\tau_K))} \\
\vdots & \ddots & \vdots \\
\frac{1}{n} \sum x_t x_t^T \frac{\psi_{\tau_1}(u_{t\tau_1}) \psi_{\tau_1}(u_{t\tau_K})}{f_\varepsilon(F^{-1}_\varepsilon(\tau_1)) f_\varepsilon(F^{-1}_\varepsilon(\tau_K))} & \cdots & \frac{1}{n} \sum x_t x_t^T \frac{\psi_{\tau_K}(u_{t\tau_K})}{f_\varepsilon(F^{-1}_\varepsilon(\tau_K))^2} \end{array} \right].$$

Define $\Lambda = \mathcal{D}^{-1} \Psi_K \mathcal{D}^{-1}$, and denote

$$G = \frac{\partial \phi(a)}{\partial a} \bigg|_{a=a_0} = \dot{\phi}(a_0) = \left[ g \otimes J_m : I_K \otimes \alpha \right].$$

The objective function may be equivalently written as

$$Q_n(a) = (\pi - \phi(a))^T A_n (\pi - \phi(a))$$

$$= (\pi - \pi - [\phi(a) - \phi(a_0)])^T A_n (\pi - \pi - [\phi(a) - \phi(a_0)])$$

and the first order condition is given by:

$$\frac{1}{2} \frac{\partial Q_n(\hat{a})}{\partial a} = -(\pi - \pi)^T A_n \dot{\phi}(\hat{a}) + \dot{\phi}(\hat{a})^T A_n (\phi(\hat{a}) - \phi(a_0)) = 0.$$
Thus,
\[
\sqrt{n}(\hat{\alpha} - a_0) = \left[ \hat{\phi}(a_0)^\top A_n \hat{\phi}(a_0) \right]^{-1} \hat{\phi}(\hat{\alpha}) A_n \sqrt{n} (\hat{\pi} - \pi) + o_p(1)
\]
\[
= \left[ G^\top A_n G \right]^{-1} G^\top A_n \sqrt{n} (\hat{\pi} - \pi) + o_p(1)
\]
\[
= - \left[ G^\top A_n G \right]^{-1} G^\top A_n \left[ \frac{1}{\sqrt{n}} \sum_{t=m+1}^{n} Y_K t \otimes [D_n^{-1} x_t] \right] + o_p(1).
\]

A.3. Proof of Corollary 3. Notice that
\[
\Psi_K \sim \begin{bmatrix}
\frac{\tau_1(1-\tau_1)}{f_e(F_e^{-1}(\tau_1))^2} & \cdots & \frac{\tau_1 \wedge \tau_K - \tau_1 \tau_K}{f_e(F_e^{-1}(\tau_1))f_e(F_e^{-1}(\tau_K))} \\
\cdots & \cdots & \cdots \\
\frac{\tau_1 \wedge \tau_K - \tau_1 \tau_K}{f_e(F_e^{-1}(\tau_1))f_e(F_e^{-1}(\tau_K))} & \cdots & \frac{\tau_K(1-\tau_K)}{f_e(F_e^{-1}(\tau_K))^2}
\end{bmatrix} \otimes \left[ \frac{1}{n} \sum x_t x_t^\top \right]
\]
where
\[
\Delta = \begin{bmatrix}
\frac{\tau_1(1-\tau_1)}{f_e(F_e^{-1}(\tau_1))^2} & \cdots & \frac{\tau_1 \wedge \tau_K - \tau_1 \tau_K}{f_e(F_e^{-1}(\tau_1))f_e(F_e^{-1}(\tau_K))} \\
\cdots & \cdots & \cdots \\
\frac{\tau_1 \wedge \tau_K - \tau_1 \tau_K}{f_e(F_e^{-1}(\tau_1))f_e(F_e^{-1}(\tau_K))} & \cdots & \frac{\tau_K(1-\tau_K)}{f_e(F_e^{-1}(\tau_K))^2}
\end{bmatrix},
\]
thus, for \( \lambda \in \mathcal{R}^{m+K} \),
\[
\lambda^\top \sqrt{n}(\hat{\alpha} - a_0) = \lambda^\top \left[ G^\top A_n G \right]^{-1} G^\top A_n \sqrt{n} (\hat{\pi} - \pi) + o_p(1)
\]
\[
= \lambda^\top \left[ G^\top A_n G \right]^{-1} G^\top A_n N \left( 0, \Delta \otimes D^{-1} \Sigma D^{-1} \right) + o_p(1)
\]
By definition,
\[
\bar{\sigma}_t = \bar{a}_0 + \sum_{j=1}^{m} \bar{a}_j |u_{t-j}|,
\]
we have
\[
\sqrt{n} (\bar{\sigma}_t - \sigma_t) = \sum_{j=1}^{m} \sqrt{n} (\bar{a}_j - a_j) |u_{t-j}| + o_p \left( \frac{m^2}{n} \right)
\]
\[
= (|u_{t-1}|, \cdots, |u_{t-m}|) \begin{bmatrix}
\sqrt{n} (\bar{a}_1 - a_1) \\
\vdots \\
\sqrt{n} (\bar{a}_m - a_m)
\end{bmatrix} + o_p(1)
\]
Notice that
\[
\begin{bmatrix}
\sqrt{n} (\bar{a}_1 - a_1) \\
\vdots \\
\sqrt{n} (\bar{a}_m - a_m)
\end{bmatrix} = \frac{1}{\sqrt{n}} \sum_j H_j Y_{Kj},
\]
let $H = \frac{1}{n} \sum_j H_j (E \left[ Y_{K_j} Y_{K_j} \right]) H_j = \frac{1}{n} \sum_j H_j \Delta H_j$, $\mathbf{x}_t = (|u_{t-1}|, \cdots, |u_{t-m}|)^T$, and $\omega_t^2 = \mathbf{x}_t^T H \mathbf{x}_t$, we have, conditional on information prior to $t$, 

$$\sqrt{n} (\bar{\sigma}_t - \sigma_t) = - (|u_{t-1}|, \cdots, |u_{t-m}|) L_{m/K} \left[ G^T A_n G \right]^{-1} G^T A_n \left[ \frac{1}{\sqrt{n}} \sum_{t=m+1}^n \mathbf{Y}_{K_t} \otimes [D_n^{-1} x_t] \right] + o_p(1)$$

$$= (|u_{t-1}|, \cdots, |u_{t-m}|) \frac{1}{\sqrt{n}} \sum_j H_j \mathbf{Y}_{K_j} + o_p(1)$$

$$\Rightarrow N \left( 0, \mathbf{z}_t H \mathbf{z}_t \right),$$

thus the result can be obtained.

**A.4. Proof of Theorem 4.** We consider quantile regression of $u_t$ on

$$\tilde{z}_t = (1, \bar{\sigma}_{t-1}, \cdots, \bar{\sigma}_{t-p}, |u_{t-1}|, \cdots, |u_{t-q}|).$$

For convenience of analysis, we may rewrite $\tilde{z}_t = z_t (\tilde{a})$ since it contains elements of

$$\bar{\sigma}_{t-k} = \bar{\sigma}_{t-k} (\tilde{a}) = a_0 + \sum_{j=1}^m a_j |u_{t-k-j}|.$$ 

The second stage estimation can then be rewritten as

$$\min_{\theta} \sum_t \rho_\tau (u_t - \theta^T z_t (\tilde{a})).$$

Denote

$$G_n (\theta, a) = \frac{1}{n} \sum_t \psi_\tau (u_t - \theta^T z_t (a)) z_t (a) = \frac{1}{n} \sum_t \left[ \tau - I (u_t < \theta^T z_t (a)) \right] z_t (a),$$

and

$$G(\theta, a) = E \left[ \psi_\tau (u_t - \theta^T z_t (a)) z_t (a) \right].$$

By iterated expectations

$$G(\theta, a) = E \left[ E_t \left[ \tau - I (u_t < \theta^T z_t (a)) \right] z_t (a) \right]$$

$$= E \left[ \left\{ \tau - F_{u|x} (\theta^T z_t (a)) \right\} z_t (a) \right].$$

Under our conditions, the asymptotic behavior of the second stage estimator $\tilde{\theta} (\tau)$ is the same as that of $\arg \min_\theta \|G_n (\theta, \tilde{a})\|$, and $\theta (\tau)$ solves $\arg \min_\theta \|G(\theta, a_0)\|$.

We first establish $\sqrt{n}$-consistency of $\tilde{\theta} (\tau)$ to $\theta (\tau)$. Let

$$\Gamma_1 (\theta, a) = \frac{\partial G(\theta, a)}{\partial \theta} = -E f_{u|x} (\theta^T z_t (a)) z_t (a) z_t (a)^T,$$

and notice that, denoting the vector of true values of $a$ as $a^*$,

$$\Gamma_{10} = \Gamma_1 (\theta, a) \big|_{\theta = \theta (\tau), a = a^*} \approx -E f_{u|x} (Q_{ut} (\tau | x_t)) z_t z_t ^T = -f (F^{-1}_\varepsilon (\tau)) \Omega,$$
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inequality we have
\[
(22)
\]
We now analyze the terms (21), (22) and (23).
\[
(23)
\]
In addition,
\[
(24)
\]
Thus,
\[
(25)
\]
Under Assumption S1, S2 and S3, we have
\[
\| G(\hat{\theta}(\tau), a^*) - G(\hat{\theta}(\tau), \tilde{a}) \| = O_p(\| a - a^* \|^2)
\]
and
\[
\| \Gamma_2(\hat{\theta}(\tau), a^*)(\tilde{a} - a^*) \| = O_p(\| \tilde{a} - a^* \|) o_p(1).
\]
Thus,
\[
(26)
\]
In addition,
\[
\Gamma_2(\theta(\tau), a^*) \approx -E \left[ f_{u|x}(Q_{u_t}(\tau|x_t))z_t \sum_{j=1}^{p} \frac{\partial \sigma_{t-j}(\alpha)}{\partial a} \right]
\]
\[
= -f_{\epsilon}(F_{\epsilon}^{-1}(\tau)) E \left[ \sum_{j=1}^{p} \frac{z_t \partial \sigma_{t-j}(\alpha)}{\sigma_t} \right]
\]
since
\[
E_t \left[ \{ \tau - F_{u|x}(\theta(\tau)^T z_t(\alpha^*)) \} \frac{\partial z_t(\alpha^*)}{\partial a} \right] \approx E_t \left[ \{ \tau - F_{u|x}(Q_{u_t}(\tau|F_{t-1})) \} \frac{\partial z_t(\alpha^*)}{\partial a} \right] = 0.
\]
Thus,
\[ \|G(\tilde{\theta}(\tau), a^*) - G(\bar{\theta}(\tau), \bar{a})\| \leq \|G_2(\theta(\tau), a^*)\| (1 + o_p(1)), \]
and
\[ \|G(\tilde{\theta}(\tau), \bar{a})\| \leq \|G(\bar{\theta}(\tau), a^*)\| (1 + o_p(1)). \]

For (22), we need to verify stochastic equicontinuity. If we denote
\[ m_\tau(Z_t, \theta, a) = \psi_\tau(u_t - \theta^T z_t(a)) z_t(a), \]
for each element \( m_{j\tau}(Z_t, \theta, a) = \psi_\tau(u_t - \theta^T z_t(a)) z_{j\tau}(a) \) of \( m_\tau(Z_t, \theta, a) \),
\[ |m_{j\tau}(Z_t, \theta, a) - m_{j\tau}(Z_t, \theta, a)| \leq \tau |z_{j\tau}(\alpha) - z_{j\tau}(a)| \]
\[ + I \left( u_t < \tilde{\theta}^T z_t(\alpha) \right) z_{j\tau}(\alpha) - I \left( u_t < \theta^T z_t(a) \right) z_{j\tau}(a). \]

For \( \tau |z_{j\tau}(\alpha) - z_{j\tau}(a)| \), if \( |\alpha - a| \leq \delta \),
\[ \tau^p E |z_{j\tau}(\alpha) - z_{j\tau}(a)|^p \leq C_{j1}(\delta/m)^p. \]

For the second term,
\[ I \left( u_t < \theta^T z_t(\alpha) \right) z_{j\tau}(\alpha) - I \left( u_t < \theta^T z_t(a) \right) z_{j\tau}(a) \leq \]
\[ I \left( u_t < \tilde{\theta}^T z_t(\alpha) \right) z_{j\tau}(\alpha) - I \left( u_t < \theta^T z_t(a) \right) z_{j\tau}(a) \]
\[ + I \left( u_t < \theta^T z_t(a) \right) z_{j\tau}(\alpha) - I \left( u_t < \theta^T z_t(a) \right) z_{j\tau}(a) \]
\[ \text{Since } I \left( u_t < \cdot \right) \text{ is a monotonic function,} \]
\[ E \left| I \left( u_t < \tilde{\theta}^T z_t(\alpha) \right) z_{j\tau}(\alpha) - I \left( u_t < \theta^T z_t(a) \right) z_{j\tau}(a) \right| \]
\[ \leq \sup_{|\alpha - a| \leq \delta, |\tilde{\theta} - \theta| \leq \delta} E \left( F_{\alpha|x} \left( \tilde{\theta}^T z_t(\alpha) \right) - F_{\alpha|x} \left( \theta^T z_t(a) \right) \right) \]
\[ \leq C_{j2}(\delta/m), \]
under our smoothness assumption on \( F_{\alpha|x}(\cdot) \) and the moment condition on \( u \). Thus, by Lemma 4.2 of Chen (2008), we have,
\[ \sup_{|\alpha - a^*| \leq \delta, |\hat{\theta}(\tau)| \leq \delta} \frac{\sqrt{n}\|G_n(\theta, a) - G(\theta, a) - G_n(\hat{\theta}(\tau), a^*) + G(\hat{\theta}(\tau), a^*)\|}{1 + \sqrt{n} \{\|G_n(\theta, a)\| + \|G(\theta, a)\|\}} = o_p(1), \]
consequently,
\[ \|G(\hat{\theta}(\tau), \bar{a}) - G(\theta(\tau), a^*) - G_n(\hat{\theta}(\tau), \bar{a}) + G_n(\theta(\tau), a^*)\| \]
\[ \leq o_p(1) \times \{\|G_n(\hat{\theta}(\tau), \bar{a})\| + \|G(\hat{\theta}(\tau), \bar{a})\|\} \]
\[ \leq o_p(1) \times \{\|G_n(\hat{\theta}(\tau), \bar{a})\| + \|G(\hat{\theta}(\tau), a^*)\| (1 + o_p(1))\}, \]
where the last inequality comes from (24). Thus,
\[
\|G(\hat{\theta}(\tau), a^*)\| \leq \|\Gamma_2(\theta(\tau), a^*)(\tilde{a} - a^*)\| + O_p\left(\|\bar{a} - a^*\|^2\right) + O_p\left(\|\hat{\theta}(\tau) - \theta(\tau)\|\|\bar{a} - a^*\|\right)
\]
\[+ o_p(1) \times \left\{ \|G_n(\hat{\theta}(\tau), \bar{a})\| + \|G(\hat{\theta}(\tau), a^*)\|(1 + o_p(1)) \right\}
\]
\[+ \|G_n(\hat{\theta}(\tau), \bar{a})\|,
\]
and
\[
\|G(\hat{\theta}(\tau), a^*)\|(1 - o_p(1)) \leq \inf_{\theta} \|G_n(\theta, \bar{a})\| + O_p(n^{-1/2}).
\]

We only need to show that
\[
\inf_{\theta} \|G_n(\theta, \bar{a})\| = O_p(n^{-1/2}),
\]
which is true since
\[
\|G_n(\theta, \bar{a})\| \leq \|G_n(\theta, \bar{a}) - G(\theta, \bar{a}) - G_n(\theta(\tau), a^*)\|
\]
\[+ \|G(\theta, \bar{a}) - G(\theta, a^*)\| + \|G(\theta, a^*)\| + \|G_n(\theta(\tau), a^*)\|
\]
\[\leq o_p(1) \times \left\{ \|G_n(\theta, \bar{a})\| + \|G(\theta, \bar{a})\| \right\} + \|G(\theta, a^*)\| + O_p(n^{-1/2}).
\]

Thus,
\[
\|G_n(\theta, \bar{a})\|(1 - o_p(1)) \leq o_p(1) \times \left\{ \|G(\theta, \bar{a})\| \right\} + \|G(\theta, a^*)\| + O_p(n^{-1/2}),
\]
and
\[
\inf_{\theta} \|G_n(\theta, \bar{a})\| = O_p(n^{-1/2}),
\]
since \(\|G(\theta(\tau), a^*)\| = 0\) and
\[
\|G(\theta, \bar{a})\| \leq \|G(\theta, a^*)\| + \|\Gamma_2(\theta(\tau), a^*)(\tilde{a} - a^*)\|(1 + o_p(1)).
\]

And consequently,
\[
C\|\hat{\theta}(\tau) - \theta(\tau)\| \leq \|G(\hat{\theta}(\tau), a^*)\| = O_p(n^{-1/2}).
\]

Now define the linearization
\[
L_n(\theta, \bar{a}) = G_n(\theta(\tau), a^*) + G(\theta, a^*) + \Gamma_2(\theta(\tau), a^*)(\tilde{a} - a^*),
\]
and note that
\[
G_n(\theta, \bar{a}) = G_n(\theta(\tau), a^*) + \Gamma_1(\theta - \theta(\tau)) + \Gamma_2(\theta(\tau), a^*)(\tilde{a} - a^*)
\]
\[+ G(\theta, a^*) - G(\theta(\tau), a^*) - \Gamma_1(\theta - \theta(\tau))
\]
\[+ \Gamma_2(\theta, a^*)(\tilde{a} - a^*) - \Gamma_2(\theta(\tau), a^*)(\tilde{a} - a^*)
\]
\[+ G(\theta, \bar{a}) - G(\theta, a^*) - \Gamma_2(\theta, a^*)(\tilde{a} - a^*)
\]
\[+ G_n(\theta, \bar{a}) - G(\theta, \bar{a}) - G_n(\theta(\tau), a^*) + G(\theta(\tau), a^*)
\]
\[- G(\theta(\tau), a^*).\]
Under Assumptions S1 - S6,
\[
\|G_n(\hat{\theta}, \bar{a}) - L_n(\hat{\theta}, \bar{a})\| \leq \|G(\hat{\theta}, a^*) - G(\theta(\tau), a^*) - \Gamma_1(\hat{\theta} - \theta(\tau))\|
\]
\[
+ \|\Gamma_2(\theta, a^*)(\bar{a} - a^*) - \Gamma_2(\theta(\tau), a^*)(\bar{a} - a^*)\|
\]
\[
+ \|G(\hat{\theta}, \bar{a}) - G(\hat{\theta}, a^*) - \Gamma_2(\hat{\theta}, a^*)(\bar{a} - a^*)\|
\]
\[
+ \|G_n(\hat{\theta}, \bar{a}) - G(\hat{\theta}, \bar{a}) - G_n(\theta(\tau), a^*) + G(\theta(\tau), a^*)\|
\]
\[
+ \|G(\theta(\tau), a^*)\|
\]
\[
= o_p(n^{-1/2}),
\]
because
\[
\|G(\hat{\theta}, a^*) - G(\theta(\tau), a^*) - \Gamma_1(\hat{\theta} - \theta(\tau))\| = O_p(\|\hat{\theta} - \theta(\tau)\|^2) = o_p(n^{-1/2}),
\]
\[
\|\Gamma_2(\theta, a^*)(\bar{a} - a^*) - \Gamma_2(\theta(\tau), a^*)(\bar{a} - a^*)\| = o_p(1)\|\hat{\theta} - \theta(\tau)\| = o_p(n^{-1/2}),
\]
by root-n consistency;
\[
\|G(\hat{\theta}, \bar{a}) - G(\hat{\theta}, a^*) - \Gamma_2(\hat{\theta}, a^*)(\bar{a} - a^*)\| \leq C(\|\bar{a} - a^*\|^2) = o_p(n^{-1/2}),
\]
\[
\|G_n(\hat{\theta}, \bar{a}) - G(\hat{\theta}, \bar{a}) - G_n(\theta(\tau), a^*) + G(\theta(\tau), a^*)\| = o_p(n^{-1/2}),
\]
by stochastic equicontinuity, and
\[
\|G(\theta(\tau), a^*)\| = o_p(n^{-1/2}),
\]
by definition. Thus
\[
(25) \quad \min_{\hat{\theta}} \|G_n(\theta, \bar{a})\| = \min_{\hat{\theta}} \|L_n(\theta, \bar{a})\| + o_p(n^{-1/2}),
\]
and
\[
\sqrt{n}(\hat{\theta}(\tau) - \theta(\tau)) = -\left(\Gamma_1^\top \Gamma_1\right)^{-1} \Gamma_1^\top \sqrt{n}[G_n(\theta(\tau), a^*) + \Gamma_2(\theta(\tau), a^*)(\bar{a} - a^*)]
\]
\[
= -\left(f_\varepsilon(\varepsilon^{-1}(\tau))^2 \Omega^2\right)^{-1} f_\varepsilon(\varepsilon^{-1}(\tau)) \Omega \sqrt{n}[G_n(\theta(\tau), a^*) + \Gamma_2(\theta(\tau), a^*)(\bar{a} - a^*)]
\]
\[
= -\left(f_\varepsilon(\varepsilon^{-1}(\tau))^2 \Omega^2\right)^{-1} \Omega^{-1} \varepsilon^{-1}(\tau)[G_n(\theta(\tau), a^*) + \Gamma_2(\theta(\tau), a^*)(\bar{a} - a^*)]
\]
\[
= -\frac{1}{f_\varepsilon(\varepsilon^{-1}(\tau))} \Omega^{-1} \left\{ \frac{1}{\sqrt{n}} \sum_t z_t \psi_t(u_t \tau) + \Gamma_2(\theta(\tau), a^*)\sqrt{n}(\bar{a} - a^*) \right\}.
\]
In addition,
\[
\Gamma_2(\theta(\tau), a^*) \approx -E \left[f_{u|x}(Q_{u_t}(\tau|x_t))z_t \sum_{j=1}^p \theta_j \frac{\partial \sigma_{t-j}(a)}{\partial a} \right] = -f_\varepsilon(\varepsilon^{-1}(\tau)) E \left[ \sum_{j=1}^p \theta_j z_t \frac{\partial \sigma_{t-j}(a)}{\partial a} \right]
\]
since
\[
\frac{\partial \sigma_{t-k}(a)}{\partial a_j} = |u_{t-k-j}|,
\]
Proof of Corollary 5.

Let \( L_{m/K} = \left[ I_m : 0_{m \times K} \right] \), then the minimum distance estimator of \([a_1, a_2, \ldots, a_m]\) has asymptotic representation:

\[
-L_{m/K} \left[ G^\top A_n G \right]^{-1} G^\top A_n \left[ \frac{1}{\sqrt{n}} \sum_{t=m+1}^{n} \Sigma_t \otimes [D_n^{-1} x_t] \right] + o_p(1)
\]

Thus, the two-step estimator of \( \theta(\tau) \) has the following Bahadur representation:

\[
\sqrt{n} \left( \hat{\theta}(\tau) - \theta(\tau) \right) \\
= \Gamma_1(\theta(\tau), a_0)^{-1} \left\{ \sqrt{n} G_n(\theta(\tau), a^*) + \Gamma_20 \sqrt{n}(\bar{a} - a^*) \right\} + o_p(1)
\]

\[
= -\frac{1}{f_{\hat{\tau}}(F_{\hat{\tau}}^{-1}(\tau))} \Omega^{-1} \left\{ \frac{1}{\sqrt{n}} \sum_t z_t \psi_{\tau}(u_{t\tau}) \right\}
\]

\[
-\frac{1}{f_{\hat{\tau}}(F_{\hat{\tau}}^{-1}(\tau))} \Omega^{-1} \Gamma_20 L_{m/K} \left[ G^\top A_n G \right]^{-1} G^\top A_n \left[ \frac{1}{\sqrt{n}} \sum_{t=m+1}^{n} \Sigma_t \otimes [D_n^{-1} x_t] \right] + o_p(1)
\]

A.5. Proof of Corollary 5. For the asymptotic distribution of \( \hat{\theta}(\tau) \), notice that

\[
\sqrt{n} \left( \hat{\theta}(\tau) - \theta(\tau) \right) \\
= \Gamma_1(\theta(\tau), a_0)^{-1} \left\{ \sqrt{n} G_n(\theta(\tau), a^*) + \Gamma_20 \sqrt{n}(\bar{a} - a^*) \right\} + o_p(1)
\]

\[
= -\frac{1}{f_{\hat{\tau}}(F_{\hat{\tau}}^{-1}(\tau))} \Omega^{-1} \left\{ \frac{1}{\sqrt{n}} \sum_t z_t \psi_{\tau}(u_{t\tau}) \right\}
\]

\[
-\Omega^{-1} \Gamma L_{m/K} \left[ G^\top A_n G \right]^{-1} G^\top A_n \left[ \frac{1}{\sqrt{n}} \sum_{t=m+1}^{n} \Sigma_t \otimes [D_n^{-1} x_t] \right] + o_p(1),
\]

let

\[
\Psi_t = \begin{bmatrix}
\psi_{\tau}(u_{t\tau}) & \psi_{\tau_1}(u_{t\tau_1}) & \cdots & \psi_{\tau_K}(u_{t\tau_K}) \\
\frac{f_{\hat{\tau}}(F_{\hat{\tau}}^{-1}(\tau))}{f_{\hat{\tau}}(F_{\hat{\tau}}^{-1}(\tau))} & \frac{f_{\hat{\tau}}(F_{\hat{\tau}}^{-1}(\tau_1))}{f_{\hat{\tau}}(F_{\hat{\tau}}^{-1}(\tau_1))} & \cdots & \frac{f_{\hat{\tau}}(F_{\hat{\tau}}^{-1}(\tau_K))}{f_{\hat{\tau}}(F_{\hat{\tau}}^{-1}(\tau_K))}
\end{bmatrix}^\top,
\]

and

\[
M_t = \begin{bmatrix}
z_t, & \Gamma L_{m/K} \left[ G^\top A_n G \right]^{-1} G^\top A_n D_n^{-1} x_t, & \cdots & \Gamma L_{m/K} \left[ G^\top A_n G \right]^{-1} G^\top A_{nK} D_n^{-1} x_t
\end{bmatrix},
\]

\[
\sqrt{n} \left( \hat{\theta}(\tau) - \theta(\tau) \right) \Rightarrow N(0, \Omega^{-1} M \Omega^{-1})
\]
where
\[
M = \lim_{n} \left[ \frac{1}{n} \sum_{t=m+1}^{n} M_{t} \left( E \Psi_{t} \Psi_{t}^{\top} \right) M_{t}^{\top} \right] = E \left[ M \Xi M^{\top} \right]
\]
where
\[
\Xi = E \Psi_{t} \Psi_{t}^{\top}
\]
\[
\begin{bmatrix}
\psi_{e}^{2}(u_{t}) & \psi_{e}(u_{t}) \psi_{\tau}(u_{t\tau}) & \cdots & \psi_{e}(u_{t}) \psi_{K}(u_{tK}) \\
\psi_{e}(u_{t}) \psi_{\tau}(u_{t\tau}) & \psi_{e}(F_{e}^{-1}(\tau)) f_{e}(F_{e}^{-1}(\tau)) & \cdots & \psi_{e}(u_{t}) \psi_{\tau}(u_{tK}) \\
\vdots & \vdots & \ddots & \vdots \\
\psi_{e}(u_{t}) \psi_{K}(u_{tK}) & \psi_{e}(u_{t}) \psi_{\tau}(u_{tK}) & \cdots & \psi_{e}(u_{t}) \psi_{K}(u_{tK}) \\
\end{bmatrix}
\]
then
\[
\sqrt{n} \left( \hat{\theta}(\tau) - \theta(\tau) \right)
\]
\[
= -\frac{1}{f_{e}(F_{e}^{-1}(\tau))} \Omega^{-1} \times \left\{ \frac{1}{\sqrt{n}} \sum_{t} z_{t} \psi_{\tau}(u_{t\tau}) + f_{e}(F_{e}^{-1}(\tau)) \Gamma L_{m/K} \left[ G^{\top} A_{n} G \right]^{-1} \Gamma^{\top} A_{n} \left[ \frac{1}{\sqrt{n}} \sum_{t=m+1}^{n} Y_{Kt} \otimes \left[ D_{n}^{-1} x_{t} \right] \right] \right\} + o_{p}(1)
\]
\[
= -\Omega^{-1} \left\{ \frac{1}{\sqrt{n}} \sum_{t} z_{t} \psi_{\tau}(u_{t\tau}) + \Gamma L_{m/K} \left[ G^{\top} A_{n} G \right]^{-1} \Gamma^{\top} A_{n} \left[ \frac{1}{\sqrt{n}} \sum_{t=m+1}^{n} Y_{Kt} \otimes \left[ D_{n}^{-1} x_{t} \right] \right] \right\} + o_{p}(1)
\]
\[
= -\Omega^{-1} \frac{1}{\sqrt{n}} \sum_{t} M_{t} \Psi_{t} + o_{p}(1),
\]
thus
\[
\sqrt{n} \left( \hat{\theta}(\tau) - \theta(\tau) \right) \Rightarrow N \left( 0, \Omega^{-1} M \Omega^{-1} \right).
\]

A.6. Proof of Corollary 6. By Theorem 4,
\[
\sqrt{n} \left( \hat{\theta}(\tau) - \theta(\tau) \right) = -\frac{1}{f_{e}(F_{e}^{-1}(\tau))} \Omega^{-1} \left\{ \frac{1}{\sqrt{n}} \sum_{t} z_{t} \psi_{\tau}(u_{t\tau}) + \Gamma_{2}(\theta, a^{*}) \sqrt{n}(\tilde{a} - a^{*}) \right\}.
\]
Setting $\tilde{a}_0 = 1$, we obtain $\tilde{Q}_{\varepsilon t}(\tau) = \tilde{a}_0(\tau)$ and solving the equations $\tilde{a}_j(\tau) = \tilde{a}_j \tilde{Q}_{\varepsilon t}(\tau)$, for $j = 1, 2, \cdots, m$, gives

$$\tilde{a}_0 = 1, \tilde{a}_1 = \frac{\tilde{a}_1(\tau)}{\tilde{a}_0(\tau)}, \cdots, \tilde{a}_m = \frac{\tilde{a}_m(\tau)}{\tilde{a}_0(\tau)}$$

then

$$\tilde{a}_j = \frac{\tilde{a}_j(\tau)}{\tilde{a}_0(\tau)}$$

$$= \left\{ \frac{1}{\alpha_0(\tau)} \left[ \frac{\tilde{a}_0(\tau) - \alpha_0(\tau)}{\alpha_0(\tau)^2} \right] \right\}$$

$$= \frac{\alpha_0(\tau) + [\tilde{a}_j(\tau) - \alpha_j(\tau)]}{\alpha_0(\tau)} - \frac{\tilde{a}_j(\tau)[\tilde{a}_0(\tau) - \alpha_0(\tau)]}{\alpha_0(\tau)^2} + O_p \left( \frac{m}{n} \right)$$

Thus, noting that $\tilde{a}_0 = 1$, we have,

$$\Gamma_2(\theta(\tau), a^*)(\tilde{a} - a^*)$$

$$= -f_\varepsilon(F_{\varepsilon}^{-1}(\tau)) \sum_{j=1}^m E \left[ \frac{1}{\sigma_t} \sum_{k=1}^p \frac{\partial \sigma_t - k(a)}{\partial a_j} \right] \left( \tilde{a}_j - a_j \right)$$

$$= -f_\varepsilon(F_{\varepsilon}^{-1}(\tau)) \sum_{j=1}^m E \left[ \frac{z_t}{\sigma_t \alpha_0(\tau)} \left( \sum_{k=1}^p \theta_k \frac{\partial \sigma_t - k(a)}{\partial a_j} \right) \right] [\tilde{a}_j(\tau) - a_j(\tau)]$$

$$+ f_\varepsilon(F_{\varepsilon}^{-1}(\tau)) \sum_{j=1}^m E \left[ \frac{z_t}{\sigma_t \alpha_0(\tau)^2} \left( \sum_{k=1}^p \theta_k \frac{\partial \sigma_t - k(a)}{\partial a_j} \right) \right] [\tilde{a}_0(\tau) - \alpha_0(\tau)] + O_p \left( \frac{m^2}{n} \right)$$

$$= \frac{1}{\sqrt{n}} f_\varepsilon(F_{\varepsilon}^{-1}(\tau)) R^T D^{-1}_n \left( \frac{1}{\sqrt{n}} \sum_{t=m+1}^n x_t \psi_r(u_{t\tau}) \right) + o_p(1),$$

where $R^T$ is a $(p + q + 1) \times (m + 1)$ matrix defined as

$$R^T = \left( -\sum_{j=1}^m \frac{\alpha_j(\tau) r_j}{\alpha_0(\tau)^2}, \frac{r_1}{\alpha_0(\tau)}, \cdots, \frac{r_m}{\alpha_0(\tau)} \right),$$
and

\[ r_j = \sum_{k=1}^{p} \theta_k E \left( \frac{\partial \sigma_{t-k}(a)}{\partial a_j} \frac{z_t}{\sigma_t} \right) = \sum_{k=1}^{p} \theta_k E \left( \begin{bmatrix} |u_{t-k-j}| / \sigma_t \\ \sigma_{t-1} |u_{t-k-j}| / \sigma_t \\ \vdots \\ \sigma_{t-p} |u_{t-k-j}| / \sigma_t \\ |u_{t-1}| / \sigma_t \\ \vdots \\ |u_{t-q}| / \sigma_t \end{bmatrix} \right). \]

Consequently, the two-step estimator of \( \theta(\tau)^T = (\beta_0(\tau), \beta_1(\tau), \ldots, \beta_p(\tau), \gamma_1(\tau), \ldots, \gamma_q(\tau)) \) has the Bahadur representation:

\[
\sqrt{n} (\hat{\theta}(\tau) - \theta(\tau)) = \Gamma_1(\theta(\tau), a_0)^{-1} \left\{ \sqrt{n} G_n(\theta(\tau), a^\ast) + \Gamma_2(\sqrt{n}(\tilde{a} - a^\ast)) \right\} + o_p(1)
\]

\[
= -\frac{1}{f_{\tilde{e}}(F_{\tilde{e}}^{-1}(\tau))} \Omega^{-1} \left\{ \frac{1}{\sqrt{n}} \sum_t z_t \psi(t\tau) + \Gamma_2(\sqrt{n}(\tilde{a} - a^\ast)) \right\} + o_p(1)
\]

\[
= -\frac{1}{f_{\tilde{e}}(F_{\tilde{e}}^{-1}(\tau))} \Omega^{-1} \left\{ \frac{1}{\sqrt{n}} \sum_t z_t \psi(t\tau) + R^T D_{n-1}^{-1} \left( \frac{1}{\sqrt{n}} \sum_t x_t \psi(t\tau) \right) \right\} + o_p(1)
\]

\[
\Rightarrow N \left( 0, \frac{\tau(1-\tau)}{f_{\tilde{e}}(F_{\tilde{e}}^{-1}(\tau))^2 \Omega^{-1} \Omega^{-1}} \right)
\]

where

\[
M = \lim \frac{1}{n} \sum_t \left[ z_t + R^T D_{n-1}^{-1} x_t \right] \left( z_t^T + x_t^T D_{n-1}^{-1} R \right)
\]

\[
= \lim \frac{1}{n} \sum_t \left[ z_t z_t^T + R^T D_{n-1}^{-1} x_t z_t^T + z_t x_t^T D_{n-1}^{-1} R + R^T D_{n-1}^{-1} x_t x_t^T D_{n-1}^{-1} R \right]
\]

\[
= M_1 + M_2 + M_3
\]

and \( M_1 = E[z_t z_t^T] \), and

\[
M_2 = \lim \frac{1}{n} \sum_t \left( R^T D_{n-1}^{-1} x_t z_t^T + z_t x_t^T D_{n-1}^{-1} R \right), M_3 = \lim \frac{1}{n} \sum_t R^T D_{n-1}^{-1} x_t x_t^T D_{n-1}^{-1} R.
\]
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