Asymptotic Trimming for Bounded Density Plug-in Estimators

Author: Arthur Lewbel

This work is posted on eScholarship@BC, Boston College University Libraries.

Boston College Working Papers in Economics, 2000

Originally posted on: http://ideas.repec.org/p/boc/bocoe/479.html
Asymptotic Trimming for Bounded Density Plug-in Estimators

Arthur Lewbel Boston College
October 2000

Abstract

This paper proposes a form of asymptotic trimming to obtain root $n$ convergence of functions of kernel estimated objects. The trimming is designed to deal with the boundary effects that arise in applications where densities are bounded away from zero.
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1 Introduction

This paper obtains root $n$ convergence of functions of kernel estimated objects using asymptotic trimming. The proposed trimming is designed to deal with the boundary effects that arise in applications where densities are bounded away from zero. The method is demonstrated by an example in which the object to be estimated is a weighted average of the inverse of a kernel estimated conditional density, that is, estimates of functions of the form $E[w/f(v|u)]$ where $f(v|u)$ denotes the conditional density of a scalar random variable $v$ given a random vector $u$.


The difficulty with applying generic methods like Newey and McFadden (1994), or the types of trimming employed by Hardle and Stoker (1989) or Sherman (1994), is that, for
root \( N \) convergence of a sample average of \( w/f \) (where a kernel estimator \( \hat{f} \) is substituted in for \( f \)), to avoid boundary effects such estimators assume either \( f \) or the terms being averaged go to zero on the boundary of the support of \( v, u \). When the average is a form like \( w/f \), this would require that \( w \) go to zero in this neighborhood, which is not the case for some applications.

This technicality is resolved here by bounding \( f \) away from zero, and introducing an asymptotic trimming function that sets to zero all terms in the average having data within a distance \( \tau \) of the boundary. The estimator has \( \tau \) go to zero more slowly than the bandwidth to eliminate boundary effects from kernel estimation, but also assumes \( N^{1/2} \tau \rightarrow 0 \), which makes the volume of the trimmed space vanish quickly enough to send the trimming induced bias to zero.

Formally, this trimming requires that the support of \( (v, u) \) be known. In practice, this support could be estimated, or trimming might be accomplished more easily by simply dropping out a few of the most extreme observations of the data, e.g., observations where the estimated density is particularly small.

Based on Rice (1986), for one dimensional densities Hong and White (2000) use jackknife boundary kernels to deal with this same problem of boundary bias. Their technique (which also requires known support) could be generalized to higher dimensions as an alternative to the trimming proposed here.

The inverse density example derived here is directly applicable to Lewbel (2000) and Honore and Lewbel (2000). Other estimation problems involving nonparametric density estimators in the denominator to which the technique can likely be applied include Stoker (1991), Robinson (1991), Newey and Ruud (1994), Granger and Lin (1994), and Hong and White (2000).

For ease of notation, the theorem is stated and proved assuming all of the elements of \( v, u \) are continuously distributed. The results can be readily extended to include discretely distributed variables as well, either by applying the density estimator separately to each discrete cell of data and averaging the results, or by smoothing across cells using kernels (essentially treating the discrete variables as if they were continuous). See, e.g., Racine and Li (2000) for details, or see the examples in Lewbel (2000) or Honore and Lewbel (2000).

**Assumption A.1:** The data consist of \( N \) observations \((w_i, v_i, u_i)\), \( i = 1, \ldots, N \), which are assumed to be i.i.d. Here \( u_i \) is a \( k - 1 \) vector and \( v_i \) is a scalar, \( u_i \) and \((v_i, u_i)\) are drawn from distributions that are absolutely continuous with respect to some Lebesgue measures, with Radon-Nikodym densities \( f_u(u) \) and \( f_{vu}(v, u) \), and have supports denoted \( \Omega_u \) and \( \Omega_{vu} \). Denote kernel estimators of these densities \( \hat{f}_{vu} \) and \( \hat{f}_u \), with kernel functions \( K_{vu} \) and \( K_u \). Let \( h \) be a kernel bandwidth and \( \tau \) be a density trimming parameter. Assume \( \Omega_{vu} \) is known, and define the trimming function \( I_\tau(v, u) \) to equal zero if \((v, u)\) is within a distance \( \tau \) of the boundary of \( \Omega_{vu} \), otherwise, \( I_\tau(v, u) \) equals one. Define

\[
h_{ii} = w_i \frac{f_u(u_i)}{f_{vu}(v_i, u_i)} I_\tau(v, u)
\]
\[ h_i = w_i \frac{f_u(u_i)}{f_{ou}(v_i, u_i)} \]

\[ \eta = E(h_i) \]

\[ q_i = h_i + E(h_i|v_i) - E(h_i|v_i, u_i) \]

\[ \hat{f}_{ou}(v, u) = \frac{1}{h^k N} \sum_{j=1}^{N} K_{ou}(\frac{v_j - v}{h}, \frac{u_j - u}{h}) \]

\[ \hat{f}_u(u) = \frac{1}{h^{k-1} N} \sum_{j=1}^{N} K_u(\frac{u_j - u}{h}) \]

\[ \hat{\eta} = \frac{1}{N} \sum_{i=1}^{N} w_i \frac{f_u(u_i)}{f_{ou}(v_i, u_i)} I_\tau(v, u) \]

**Assumption A.2:** The functions \( f_{ou}(v, u) \), \( f_u(u) \), \( \pi_{tou}(v, u) = E(h_\tau|v, u) \), and \( \pi_{tu}(u) = E(h_\tau|u) \) exist and are continuous in the components of \((v, u)\) for all \((v, u) \in \Omega_{ou}\), and are continuously differentiable in the components of \((v, u)\) for all \((v, u) \in \overline{\Omega}_{ou}\), where \( \overline{\Omega}_{ou} \) differs from \( \Omega_{ou} \) by a set of measure zero. Assume \( w, \Omega_{ou}, \) and \( f_{ou}(v, u) \) are bounded, and \( f_{ou}(v, u) \) is bounded away from zero.

**Assumption A.3:** There exists some functions \( m_{ou} \) and \( m_u \) such that the following local Lipschitz conditions hold for some \( v_u \) and some \((v_u, v_u)\) in an open neighborhood of zero, for all \( \tau \geq 0 \):

\[ \| f_{ou}(v + v_u, u + v_u) - f_{ou}(v, u) \| \leq m_{ou}(v, u) \| (v_u, v_u) \| \]

\[ \| f_u(u + v_u) - f_u(u) \| \leq m_u(u) \| v_u \| \]

\[ \| \pi_{tou}(v + v_u, u + v_u) - \pi_{tou}(v, u) \| \leq m_{ou}(v, u) \| (v_u, v_u) \| \]

\[ \| \pi_{tu}(u + v_u) - \pi_{tu}(u) \| \leq m_u(u) \| v_u \| \]

\[ E[h_\tau^2 f_u(u)^{-2} | u] \] and \( E[h_\tau^2 f_{ou}(v, u)^{-2} | v, u] \) exist and are continuous, and the following objects exist

\[ \sup_{\tau \geq 0, (v, u) \in \Omega_{ou}} E[h_\tau^2 f_{ou}(v, u)^{-2} | v, u] \]

\[ \sup_{\tau \geq 0, u \in \Omega_u} E[h_\tau^2 f_u(u)^{-2} | u] \]

\[ \sup_{\tau \geq 0} E \left[ (|h_{\tau}/f_{ou}(v, u)| + 1)m_{ou}(v, u) \right]^2 \]

\[ \sup_{\tau \geq 0} E \left[ (|h_{\tau}/f_u(u)| + 1)m_u(u) \right]^2 \]
ASSUMPTION A.4: The support of the kernel function $K(u)$ is $\mathbb{R}^{\dim(u)}$. $K(u) = 0$ for all $u$ on the boundary of, and outside of, a convex bounded subset of $\mathbb{R}^k$. This subset has a nonempty interior and has the origin as an interior point. $K(u)$ is a bounded differentiable, symmetric function. $\int K(u)du = 1$. The kernel function $K_u(u)$ has order $p > 1$. All partial derivatives of $f_u(u)$ of order $p$ exist. For all $0 \leq p \leq l_1 + \ldots + l_k = p$, $\sup_{\tau \geq 0} \int_{u \in \Omega_u} \pi_{\tau u}(x)[\partial^\rho f_u(u)/\partial u_1 \ldots \partial^k u_k]du$ exist. The kernel function $K_{ua}(v, u)$ has all the same properties, replacing $u$ with $v, u$.

Theorem A: Let Assumptions A.1 to A.4 hold. If $Nh^k \to \infty$, $Nh^{2p} \to 0$, $h/\tau \to 0$, and $N\tau^2 \to 0$, then the following equations hold

$$\sqrt{N}(\hat{\eta} - \eta) = [N^{-1/2} \sum_{i=1}^{N} q_i - E(q_i)] + o_p(1)$$

$$\sqrt{N}(\hat{\eta} - \eta) \to N[0, \text{var}(q)]$$

Theorem A is proved in the Appendix.

2 Appendix: Proof

Begin by stating and proving Theorem B below, which supplies a set of regularity conditions for root $N$ convergence of a weighted average of a kernel estimated density. Theorem A will then be proved using repeated application of Theorem B.

Just for theorem B, let $x$ be a continuously distributed random $k$ vector, and let $f(x)$ be the probability density function of $x$. For some trimming parameter $\tau$, some random vector $s$, and some function $w_\tau = w_\tau(x, s)$, let $\mu_\tau = E[w_\tau f(x)]$ and define estimators

$$\hat{f}(x) = \frac{1}{h^k N} \sum_{j=1}^{N} K\left(\frac{x_j - x}{h}\right)$$

$$\hat{\mu} = N^{-1} \sum_{i=1}^{N} w_{\tau i} \hat{f}(x_i)$$

where $h$ is a bandwidth and $K$ is a kernel function. Note that $h$ and $\tau$ are implicitly functions of $N$.

ASSUMPTION B.1: The data consist of $N$ observations $(x_i, s_i), i = 1, \ldots, N$, which is assumed to be an i.i.d. random sample. The $k$ vector $x_i$ is drawn from a distribution that is absolutely continuous with respect to some Lesbesgue measure on $\mathbb{R}^k$, with Radon-Nikodym density $f(x)$ having bounded support denoted $\Omega_x$. The underlying measure $\nu$
can be written in product form as $v = v_x \times v_y$. The trimming parameter $\tau$ is an element of a set $\Omega_\tau$.

**Assumption B.2:** The density function $f(x)$ and the function $\pi_\tau(x) = E(w_{\tau|x})f(x)$ exist and are continuous in the components of $x$ for all $x \in \Omega_x$, and are continuously differentiable in the components of $x$ for all $x \in \partial\Omega_x$, where $\partial\Omega_x$ differs from $\Omega_x$ by a set of measure zero.

**Assumption B.3:** For some $v$ in an open neighborhood of zero there exists some functions $m_f$ and $m_\pi$ such that the following local Lipschitz conditions hold:

$$\|f(x + v) - f(x)\| \leq m_f(x)\|v\|$$
$$\|\pi_\tau(x + v) - \pi_\tau(x)\| \leq m_\pi(x)\|v\|$$

For all $\tau \in \Omega_\tau$, $E(w^2_{\tau|x})$ is continuous in $x$. Also, $\sup_{\tau \in \Omega_\tau, x \in \Omega_x} E(w^2_{\tau|x})$ and $\sup_{\tau \in \Omega_\tau} E(\{\{w_{\tau|x}\}f(x) + m_\pi(x)\}^2)$ exist.

**Assumption B.4:** The support of $K(u)$ is $\mathbb{R}^k$. $K(u) = 0$ for all $u$ on the boundary of, and outside of, a convex bounded subset of $\mathbb{R}^k$. This subset has a nonempty interior and has the origin as an interior point. $K(u)$ is a bounded differentiable, symmetric function.

**Theorem B:** Let Assumptions B.1 to B.5 hold. Define $r_{\tau i}$ by

$$r_{\tau i} = [w_{\tau i} + E(w_{\tau i}|x_i)]f(x_i) = f(x_i)w_{\tau i} + \pi_\tau(x_i)$$

If $Nh^k \to \infty$, $Nh^{2p} \to 0$, and $h/\tau \to 0$ and then,

$$\sqrt{N}(\hat{\mu} - \mu_\tau) = [N^{-1/2}\sum_{i=1}^N r_{\tau i} - E(r_{\tau i})] + o_p(1)$$

**Proof of Theorem B:** Let $z_{\tau i} = (x_i, w_{\tau i})$, and define $p_N(z_{\tau i}, z_{\tau j})$ by

$$p_N(z_{\tau i}, z_{\tau j}) = \frac{w_{\tau i} + w_{\tau j}}{2h^k} K\left(\frac{x_i - x_j}{h}\right)$$

The average kernel estimator $\hat{\mu}$ is equivalent to a data dependent U-statistic

$$\hat{\mu} = \binom{N}{2}^{-1}\sum_{i=1}^{N-1}\sum_{j=i+1}^N p_N(z_{\tau i}, z_{\tau j}) = O_p(N^{-2}h^{-k}) = o_p(N^{-1})$$
Following Powell, Stock, and Stoker (1989), first verify that \( E[| p_N(z_{ti}, z_{tj}) |^2] = o(N) \).

\[
E[| p_N(z_{ti}, z_{tj}) |^2] = \int \frac{1}{4h^{2k}} f(x_i) f(x_j) \\
\left[ E(w_{ti}^2 | x_i) + E(w_{tj}^2 | x_j) + 2E(w_{ti} | x_i) E(w_{tj} | x_j) \right] K \left( \frac{x_i - x_j}{h} \right)^2 dx_i dx_j \\
= \int \frac{1}{4h^{2k}} f(x_i) f(x_i + hu) \\
\left[ E(w_{ti}^2 | x_i) + E(w_{tj}^2 | x_i + hu) + 2E(w_{ti} | x_i) E(w_{tj} | x_i + hu) \right] K(u)^2 du \\
\leq \frac{1}{h^{2k}} \left[ \sup_{r \in x \in \Omega_\tau} E(w_{tj}^2 | x) \right] \int f(x_i) f(x_i + hu) K(u)^2 du = O(h^{-k}) = O[N(Nh^k)^{-1}] = o(N)
\]

using the change of variables from \((x_i, x_j)\) to \((x_i, u = (x_j - x_i)/h)\) with jacobian \(h^k\).

Let \( r_{Ni} = 2E[p_N(z_{ti}, z_{tj}) | z_{ti}] \). It follows from Lemma 3.1 in Powell, Stock, and Stoker (1989) that \( N^{1/2} [\hat{\mu} - E(\hat{\mu})] = N^{-1/2} \sum_{i=1}^{N} r_{Ni} - E(r_{Ni}) + o_p(1) \). Next, define \( t_{Ni} \) by

\[
t_{Ni} = r_{Ni} - r_{ti} = E[p_N(z_{ti}, z_{tj}) | z_{ti}] - r_{ti} \\
= \int \frac{1}{h^{2k}} [w_{ti} + E(w_{tj} | x_j)] K \left( \frac{x_i - x_j}{h} \right) f(x_j) dx_j - r_{ti} \\
= \int \frac{1}{h^{2k}} [w_{ti} f(x_j) + \pi_\tau(x_j)] K \left( \frac{x_i - x_j}{h} \right) dx_j - r_{ti} \\
= \int [w_{ti} f(x_i + hu) + \pi_\tau(x_i + hu)] K(u) du - [w_{ti} f(x_i) + \pi_\tau(x_i)] \\
= \int [w_{ti} [f(x_i + hu) - f(x_i)] + [\pi_\tau(x_i + hu) - \pi_\tau(x_i)]] K(u) du
\]

Note that given the properties of \( K(u) \), having \( w_\tau(x, s) f(x) = 0 \) hold for all \( x \) within a distance \( \tau \) of the boundary of \( \Omega_\tau \), and having \( h/\tau \to 0 \), ensures that boundary effects do not interfere with the change of variables from \((x_i, x_j)\) to \((x_i, u = (x_j - x_i)/h)\) above. To illustrate this point, suppose that \( K \) is a product kernel, the first element of which is non zero only over the range \([-c, c] \), and suppose that the first element of \( x_i \) has support given by the interval \([L_-, L^+]\). Then, after the change of variables, the first element of \( u \) will be evaluated over the range \([((L_- - x_i)/h, (L^+ - x_i)/h)]\), and so boundary effects regarding this first element can only arise at observations \( i \) in which the interval \([(L_- - x_i)/h, (L^+ - x_i)/h)]\) does not contain the interval \([-c, c] \), which is equivalent to when \( x_i \) is within a distance \( ch \) of the boundary of \([L_-, L^+]\). However, \( w_\tau(x, s) = 0 \), and hence the integral equals zero, when \( x_i \) is within a distance \( \tau \) of the boundary, so having \( h/\tau \to 0 \), ensures that once the sample size is sufficiently large (for this element, once \( h \) becomes smaller than \( \tau/c \), the integral will equal zero at all observations \( i \) for which boundary effects may arise.
Given the above, we have
\[
N^{1/2}[\hat{\mu} - E(\hat{\mu})] = \left[ N^{-1/2} \sum_{i=1}^{N} r_{\tau i} - E(r_{\tau i}) \right] + \left[ N^{-1/2} \sum_{i=1}^{N} t_{Ni} - E(t_{Ni}) \right]
\]
and, using the local Lipschitz conditions
\[
|t_{Ni}| \leq h[|w_{\tau i}| m_f(x_i) + m_{\pi}(x_i)] \int u \parallel K(u) \, du
\]
\[
E(t_{Ni}^2) \leq h^2 \sup_{x \in \Omega} E \left[ (|w_{\tau}| m_f(x) + m_{\pi}(x))^2 \right] \left[ \left( \int u \parallel K(u) \, du \right)^2 \right] = O(h^2) = o(1)
\]
Now \( E(t_{Ni}^2) = o(1) \) implies that \( N^{-1/2} \sum_{i=1}^{N} t_{Ni} - E(t_{Ni}) + o_\rho(1) \), and therefore \( N^{1/2}[\hat{\mu} - E(\hat{\mu})] = N^{-1/2} \sum_{i=1}^{N} 2[r_{\tau i} - E(r_{\tau i})] + o_\rho(1) \).

Write \( E(\hat{\mu}) \) as
\[
E(\hat{\mu}) = \frac{1}{h^k} E \left[ w_{\tau i} K \left( \frac{x_i - x_j}{h} \right) \right]
\]
\[
= \frac{1}{h^k} \int E(w_{\tau i} |x_i|/K \left( \frac{x_i - x_j}{h} \right) f(x_i) f(x_j) dx_i dx_j
\]
\[
= \int \pi_{\tau}(x_i) K(u) f(x_i + hu) dx_i du
\]
by Assumption B.5, we can substitute into this expression a \( p \)’th order Taylor expansion of \( f(x_i + hu) \) around \( f(x) \). Then, using \( \mu_{\tau} = \int \pi_{\tau}(x_i) f(x_i) dx_i \), the existence of \( \sup_{x \in \Omega, \int_x \pi_{\tau}(x)|x_i|/K \left( \frac{x_i - x_j}{h} \right) f(x_i) f(x_j) dx_i dx_j \), the fact that \( w_{\tau}(x, s) f(x) \) and hence \( \pi_{\tau}(x) f(x) \) vanishes in a sufficiently large neighborhood of the boundary of \( x \), and the assumption that \( K(u) \) is a \( p \)’th order kernel, gives \( E(\hat{\mu}) = \mu_{\tau} + O(h^p) \), so \( N^{1/2}[E(\hat{\mu}) - \mu_{\tau}] = O(N^{1/2}h^p) = o(1) \), which finishes the proof of Theorem B.

Theorem B does not require that the trimming parameter \( \tau \) equal distance to the boundary, although that is how it will be used in the proof of Theorem A. An extension to Theorem B (which might be useful in other applications), is that if we let \( \tau \) be any function of \( N \), and let \( d(\tau) \) denote distance to the boundary, then Theorem B still holds as long as we replace \( h/\tau \to 0 \) with \( h/d(\tau) \to 0 \), and replace the last sentence of Assumption B.5 with \( w_{\tau}(x, s) f(x) = 0 \) holding for all \( x \) within a distance \( d(\tau) \) of the boundary of \( \Omega_{\tau} \).

Before going on to prove Theorem A, the Assumptions A.1 to A.4 are restated in a different form below as Assumptions C.1 to C.4 below, which are more convenient for the proof.

Assumption C.1: The data consist of \( N \) observations \((w_i, v_i, u_i) \), \( i = 1, ..., N \), which are assumed to be i.i.d. Here \( w_i \) is a vector, \( u_i \) is a \( k - 1 \) vector and \( v_i \) is a scalar.
Let \( f_{uu} \) denote the joint density function of an observation of \( v \) and \( u \), and let \( f_u \) denote the marginal density function of an observation of \( u \). Denote kernel estimators of these densities \( \widehat{f}_{uu} \) and \( \widehat{f}_u \), where the kernels have bandwidth \( h \) and order \( p \). Let \( \Omega_{ou} \) equal the support of \((v, u)\), which is assumed to be known. Define the trimming function \( I_\tau(v, u) \) to equal zero if \((v, u)\) is within a distance \( \tau \) of the boundary of \( \Omega_{ou} \), otherwise, \( I_\tau(v, u) \) equals one. Define

\[
\begin{align*}
    h_{\tau i} & = w_i \frac{f_u(u_i)}{f_{uu}(v_i, u_i)} I_\tau(v_i, u_i) \\
    h_i & = w_i \frac{f_u(u_i)}{f_{uu}(v_i, u_i)} \\
    \eta & = E(h_i) \\
    q_i & = h_i + E(h_i|u_i) - E(h_i|v_i, u_i) \\
    \hat{\eta} & = \frac{1}{N} \sum_{i=1}^{N} w_i \frac{\widehat{f}_u(u_i)}{f_{uu}(v_i, u_i)} I_\tau(v_i, u_i)
\end{align*}
\]

**Assumption C.2:** Assumptions B.1 to B.5 hold, with \( x = (v, u) \), \( f = f_{ou} \), \( \widehat{f} = \widehat{f}_{ou} \), \( s = w \), and \( w_{\tau i} = h_{\tau i}/f_{ou}(v_i, u_i) \).

**Assumption C.3:** Assumptions B.1 to B.5 hold, with \( x = u \), \( f = f_u \), \( \widehat{f} = \widehat{f}_u \), \( s = (v, w) \), and \( w_{\tau i} = h_{\tau i}/f_u(u_i) \).

**Assumption C.4:** Assume \( w \), \( \Omega_{ou} \), and \( f_{ou}(v, u) \) are bounded, and \( f_{ou}(v, u) \) is bounded away from zero.

**Proof of Theorem A:** Define \( \eta_\tau = E(h_{\tau i}) \) and \( q_{\tau i} = h_{\tau i} + E(h_{\tau i}|u_i) - E(h_{\tau i}|v_i, u_i) \). If \( h \to 0 \) then

\[
\sup_{(v, u) \in \Omega_{ou}} | \widehat{f}_{ou}(v, u) - f_{ou}(v, u) | = O_p \left[ (N^{1-\epsilon}h^k)^{-1/2} \right]
\]

\[
\sup_{(v, u) \in \Omega_{ou}} | \widehat{f}_u(u) - f_u(u) | = O_p \left[ (N^{1-\epsilon}h^{k-1})^{-1/2} \right]
\]

for any \( \epsilon > 0 \). See, e.g., Silverman (1978) and Collomb and Hardle (1986).

To ease notation, let \( f_{oui} = f_{ou}(v_i, u_i) \) and \( f_{ui} = f_u(u_i) \). Consider a second order Taylor expansion of \( \widehat{f}_{oui}/f_{oui} \) around \( f_{oui}/f_{ui} \). The quadratic terms in the expansion involve the second derivatives of \( f_{oui}/f_{ui} \) evaluated at \( \widehat{f}_{ui} \) and \( \widehat{f}_{oui} \), where \( \widehat{f}_{ui} \) lies between \( \widehat{f}_u \) and \( f_{2ui} \), and similarly \( \widehat{f}_{oui} \) lies between \( \widehat{f}_{oui} \) and \( f_{oui} \). Substituting the Taylor expansion of \( \widehat{f}_{oui}/f_{ui} \) around \( f_{oui}/f_{ui} \) into \( \hat{\eta} \) gives

\[
N^{1/2} \hat{\eta} = R_N + N^{-1/2} \sum_{i=1}^{N} w_i \left( \frac{f_{ui}}{f_{oui}} + \frac{\widehat{f}_{ui} - f_{ui}}{f_{oui}} - \frac{f_{ui}(\widehat{f}_{oui} - f_{oui})}{f_{2oui}} \right) I_\tau(v_i, u_i)
\]
where \( R_N \) is a remainder term.

One component of \( R_N \) is

\[
N^{-1/2} \sum_{i=1}^{N} w_i \frac{\hat{f}_{ui}}{f_{oui}} (\hat{f}_{oui} - f_{oui})^2 I_\tau(v_i, u_i)
\]

\[
\leq \left( N^{-1/2} \sum_{i=1}^{N} |w_i| \right) \left( \sup (f_{wui}^{-3}) \right) \sup (\hat{f}_{oui} - f_{oui})^2
\]

\[
= O_p(N^{e-1}h^{-k}) = o_p(1)
\]

Similarly, the other components of \( R_N \) are \( O_p(N^{e-1/2} h^{-k-1/2}) \) and \( O_p(N^{e-1/2} h^{-k-1}) \), which will also be \( o_p(1) \).

We now have

\[
N^{1/2} \hat{\eta} = N^{-1/2} \sum_{i=1}^{N} w_i \left( \frac{\hat{f}_{ui}}{f_{oui}} \frac{\hat{f}_{oui} - f_{oui}}{f_{oui}} \right) I_\tau(v_i, u_i) + o_p(1)
\]

\[
= N^{-1/2} \sum_{i=1}^{N} h_{\tau i} + w_i \left( \frac{\hat{f}_{ui} - f_{ui}}{f_{oui}} \frac{\hat{f}_{oui} - f_{oui}}{f_{oui}} \right) I_\tau(v_i, u_i) + o_p(1)
\]

Next, using Assumption C.3 apply Theorem B to obtain

\[
N^{-1/2} \sum_{i=1}^{N} w_i \left( \frac{\hat{f}_{ui} - f_{ui}}{f_{oui}} \right) I_\tau(v_i, u_i) = N^{-1/2} \sum_{i=1}^{N} r_{\tau i} - E(r_{\tau i}) + o_p(1)
\]

where \( r_{\tau i} \) is given by

\[
r_{\tau i} = \left[ \frac{w_i}{f_{oui}} I_\tau(v_i, u_i) + E \left( \frac{w_i}{f_{oui}} I_\tau(v_i, u_i) \mid u_i \right) \right] f_{ui}
\]

\[
= h_{\tau i} + E(h_{\tau i} \mid u_i)
\]

so

\[
N^{-1/2} \sum_{i=1}^{N} w_i \left( \frac{\hat{f}_{ui}}{f_{oui}} \right) I_\tau(v_i, u_i) = N^{-1/2} \sum_{i=1}^{N} h_{\tau i} + E(h_{\tau i} \mid u_i) - E(h_{\tau i}) + o_p(1)
\]

Similarly, using Assumption C.2 and again applying Theorem B gives

\[
N^{-1/2} \sum_{i=1}^{N} w_i \left( \frac{\hat{f}_{oui} - f_{oui}}{f_{oui}} \right) I_\tau(v_i, u_i) = N^{-1/2} \sum_{i=1}^{N} h_{\tau i} + E(h_{\tau i} \mid v_i, u_i) - E(h_{\tau i}) + o_p(1)
\]

substituting in these results gives

\[
N^{1/2} \hat{\eta} = N^{-1/2} \sum_{i=1}^{N} h_{\tau i} + [h_{\tau i} + E(h_{\tau i} \mid u_i) - E(h_{\tau i})] - [h_{\tau i} + E(h_{\tau i} \mid v_i, u_i) - E(h_{\tau i})] + o_p(1)
\]
so

\[ N^{1/2} (\hat{\eta} - \eta) = N^{-1/2} \sum_{i=1}^{N} q_{\tau i} - E(q_{\tau i}) + o_p(1) \]

Next, observe that

\[ E \left[ \left( N^{-1/2} \sum_{i=1}^{N} (h_i - h_{\tau i}) \right)^2 \right] = E \left[ h_i^2 [1 - I_\tau (v_i, u_i)] \right] + (N-1) \left[ E (h_i [1 - I_\tau (v_i, u_i)]) \right]^2 \]

Now \( E \left[ h_i^2 [1 - I_\tau (v_i, u_i)] \right] = o(1) \) because the expectation of \( h_i^2 \) exists and \( \tau \to 0 \) makes \( 1 - I_\tau (v_i, u_i) \to 0 \). For the second term above we have

\[ (N-1) \left[ E (h_i [1 - I_\tau (v_i, u_i)]) \right]^2 \leq \left[ N^{1/2} \sup(h_i) E[1 - I_\tau (v_i, u_i)] \right]^2 \]

Now \( E[1 - I_\tau (v_i, u_i)] \) equals the probability that \((v_i, u_i)\) is within a distance \( \tau \) of the boundary of \( \Omega_{uu} \), which is less or equal to \( \sup(f_{uu}) \) times the volume of the space within a distance \( \tau \) of the boundary of \( \Omega_{uu} \). That volume is \( O(\tau) \), so given boundedness of \( h_i \) and \( f_{uu} \), we have \( N^{1/2} \sup(h_i) E[1 - I_\tau (v_i, u_i)] = O(N^{1/2} \tau) = o(1) \).

We therefore have

\[ E \left[ \left( N^{-1/2} \sum_{i=1}^{N} (h_i - h_{\tau i}) \right)^2 \right] = o(1), \]

and so \( \sqrt{N} (\hat{\eta} - \eta) = o(1) \).

The same analysis can be applied to \( q_{\tau i} \), resulting in

\[ N^{1/2} (\hat{\eta} - \eta) = N^{-1/2} \sum_{i=1}^{N} q_i - E(q_i) + o_p(1) \]

and \( \sqrt{N} (\hat{\eta} - \eta) \to N[0, \text{var}(q)] \) follows immediately.
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